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Abstract I 

Abstract 

Neural networks provide alternative models to approximate complex numerical models for 

regression. Improving approximation capabilities through use of gradient data with respect to the 

inputs is explored experimentally by applying them to linear and non-linear mechanics of 2D 

elasticity of a hook object attached to a wall. The training data is generated by a finite element 

model, an approximation of the hook object itself. Various metrics to compare the increase or 

decrease in performance are analyzed to show that gradient data with respect to the inputs does 

improve performance. This increase in performance comes two-fold, for one the quality of ap-

proximation improves and secondly less data and training time is required to approximate as well 

as a basic neural network. By introducing gradient information into the loss function of the neural 

network the loss of the model is expanded by addends. A method to blend the additional losses 

with the original model loss for this weighting problem is explored experimenting with ways of 

adjusting scale difference between training data, even after standardization has occurred. Com-

parisons are done, mainly with loss and relative 𝑙2 error of the model outputs and processing times 

are also observed to gauge viability of gradient enhanced neural networks replacing other approx-

imation methods. This work will show an improvement of performance when incorporating gra-

dient data with respect to the inputs. The various methods to solve the weighting problem show 

worse or equal performance than the basic gradient enhanced model, however certain potential 

improvable tendencies are observed. Many different dimensions for neuron number, layer num-

ber, training data size are considered, but still leave room for greater dimensions to be analyzed. 

Furthermore, the applied methods to solve the weighting problem in this work are very simplistic 

and few, which can be expanded on under consideration of the scale difference between output 

and its gradient with respect to the inputs. 

 

Keywords: 

neural networks, gradient-enhanced, sobolev, linear and non-linear elasticity, loss weights, finite 

element model 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table of contents II 

Table of contents 

Abstract ................................................................................................................................. I 

Table of contents ................................................................................................................. II 

List of abbreviations ......................................................................................................... III 

List of figures ..................................................................................................................... IV 

List of Tables ..................................................................................................................... VI 

1 Introduction .............................................................................................................. 1 

2 Literature Review .................................................................................................... 4 

2.1 Neural Networks ................................................................................................. 4 

2.1.1 General Function ........................................................................................... 4 

2.1.2 Information and Statistical Theory ................................................................ 5 

2.2 Types of Neural Networks .................................................................................. 8 

2.2.1 Artificial Neural Network (ANN) ................................................................. 9 

2.2.2 Convolutional Neural Network (CNN) ....................................................... 10 

2.2.3 Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM)

 .................................................................................................................... 11 

2.3 Neural Network Parts and Subparts .................................................................. 12 

2.3.1 Input, Output and Hidden Layer .................................................................. 12 

2.3.2 Neurons ....................................................................................................... 14 

2.3.3 Activation Function ..................................................................................... 14 

2.3.4 Types of Activation Functions .................................................................... 15 

2.3.5 Weights and Biases ..................................................................................... 18 

2.3.6 Training ....................................................................................................... 18 

2.3.7 Loss Functions ............................................................................................. 19 

2.3.8 Training Algorithms .................................................................................... 21 

2.3.9 Data Preprocessing ...................................................................................... 36 

2.4 Neural Network Enhancements ........................................................................ 37 

2.4.1 Physics Informed Neural Network (PINN) ................................................. 38 

2.4.2 Gradient-Enhanced Physics Informed Neural Network (gPINN) ............... 39 

2.5 Finite Element Method, Sensitivity Analysis and Uncertainty Quantification 40 

2.5.1 Finite Element Method ................................................................................ 40 

2.5.2 Sensitivity Analysis ..................................................................................... 41 

2.5.3 Uncertainty Quantification .......................................................................... 42 

3 Methodology ........................................................................................................... 45 

3.1 Research goal .................................................................................................... 45 

3.2 Gradient Enhanced Neural Network Model ..................................................... 46 

3.3 First Variation – Expanding Model Output ...................................................... 47 



Table of contents II 

3.4 Second Variation – Loss addend ...................................................................... 50 

3.4.1 Neural Network Model Generation ............................................................. 52 

3.4.2 Loss Function .............................................................................................. 55 

3.4.3 Backpropagation per Automatic Differentiation ......................................... 60 

3.4.4 Loss Weight Methods .................................................................................. 61 

4 Analysis ................................................................................................................... 64 

4.1 Overview of Models ......................................................................................... 64 

4.1.1 Finite Element Model .................................................................................. 64 

4.1.2 Model Hyperparameters .............................................................................. 65 

4.2 Results .............................................................................................................. 66 

4.2.1 Training and Prediction times ..................................................................... 67 

4.2.2 Comparisons – Linear Case ......................................................................... 69 

4.2.3 Comparison – Weighing of Losses .............................................................. 79 

4.3 Discussion ......................................................................................................... 83 

5 Conclusion .............................................................................................................. 85 

List of References .............................................................................................................. VI 

Appendix/Appendices ...................................................................................................... VII 

Affidavit .......................................................................................................................... VIII 

 



List of abbreviations III 

List of abbreviations  

Adam Adaptive moment estimation method 

ANN Artificial neural network 

CNN Convolutional neural network 

ELU Exponential linear unit 

FEM Finite element model 

gPINN Gradient enhanced physics informed neural network 

gNN Gradient enhanced neural network 

LSTM Long short-term memory 

MAE Mean-absolute error 

MPE Mean percentage error 

MSE Mean-squared error 

NAG Nesterov accelerated gradient 

NN Neural network 

PDE Partial differential equation 

PINN Physics informed neural network 

ReLU Rectified linear unit 

RMS Root-mean square error 

RNN Recurrent neural network 

SANN Sobolev neural network 

 



List of figures IV 

List of figures 

Figure 2-1: The first perceptron by Rosenblatt (figure by author) ......................................... 8 

 Figure 2-2: 2D linear hyperplane splitting data into two classes. The weight vector runs 

perpendicular to the hyperplane (figure by author) ............................................... 9 

Figure 2-3: Simplified neural network model, a black box model mapping input to output 

(figure by author) ................................................................................................... 9 

Figure 2-4: Application of feature mask onto input array (figure by author) ...................... 10 

Figure 2-5: Recurrent feedback in a model with one neuron 𝒂 (figure by author) .............. 11 

Figure 2-6: A simple LSTM unit. The hidden state stores previous values, the cell state 

stores long term previous values. The parameters inside this unit are part of the 

neural network model parameters (figure by author) .......................................... 12 

Figure 2-7: A visual representation of input, hidden and output layer (figure by author) ... 13 

Figure 2-8: The general calculation occurring inside a neuron, which is very similar to the 

perceptron (figure by author) ............................................................................... 14 

Figure 2-9: The rectified linear unit (figure by author) ........................................................ 15 

Figure 2-10: The leaky rectified linear unit (figure by author) ............................................ 16 

Figure 2-11: The exponential linear unit (figure by author) ................................................ 16 

Figure 2-12: The hyperbolic tangent (figure by author) ...................................................... 17 

Figure 2-13: The sigmoid function (figure by author) ......................................................... 17 

Figure 2-14: Generalized difference between the three methods of differentiation. 

Illustrated by using the function 𝒇𝒙 = 𝐜𝐨𝐬⁡(𝒙 + 𝐜𝐨𝐬𝒙) (figure by author) ........ 22 

Figure 2-15: A feed-forward neural network model with 2 hidden layers with 3 neurons 

each. It has 2 inputs and 1 output. Neuron outputs are defined as 𝒂 and the linear 

part of the neuron output as are defined as 𝒛 (figure by author) .......................... 27 

Figure 2-16: All 3 Paths for only 𝒘𝟏𝟏𝟎 shown with each distinct color (figure by author)

 31 

Figure 2-17: A Simple structure of a PINN. The PDEs are simply an extension to the basic 

neural network model, specifically the loss function. Denoted are the model 

output 𝒖 and the true output 𝒖 and the PDE residual 𝑹(∙) (figure by author) ..... 39 

Figure 2-18: The gPINN is an expanded PINN structure. The additional loss of the gradient 

of the PDE is now added to the total loss (figure by author) ............................... 40 

Figure 2-19: Propagation of uncertainty through a deterministic method. The input 

parameter x defines the response y through the probability distributions 

file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410563
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410563
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410565
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410565
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410568
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410568


List of figures IV 

𝒇(𝒙𝒊).The deterministic method is creating samples of response to generate 

probability distributions 𝒇(𝒚𝒊) (figure by author) ............................................... 43 

Figure 3-1: Previous example of a neural network expanded to have 2 outputs (figure by 

author) .................................................................................................................. 47 

Figure 3-2: Red marked lines are newly introduced connections in the neural network 

(figure by author) ................................................................................................. 49 

Figure 3-3: Information Flow Chart of the MATLAB Program Code (figure by author) ... 52 

Figure 4-1: Sketch of the hook system approximated by the finite element model. The 

design parameters 𝒙𝟏, 𝒙𝟐 = [−𝟏, 𝟏] adjust the blue marked nodes along the 

green axis (figure by author)................................................................................ 65 

Figure 4-2: gNN vs. NN, 𝒍𝟐 error (figure by author) ........................................................... 69 

Figure 4-3: gNN vs. NN, loss (figure by author) ................................................................. 69 

Figure 4-4: gNN with different number of hidden layers, 𝒍𝟐 error (figure by author) ........ 70 

Figure 4-5: gNN with different number of hidden layers, loss (figure by author) ............... 70 

Figure 4-6: gNN with different number of neurons per hidden layer, 𝒍𝟐 error (figure by 

author) .................................................................................................................. 71 

Figure 4-7: gNN with different number of neurons per hidden layer, loss (figure by author)

 71 

Figure 4-8: gNN with different training data sizes, 𝒍𝟐 error (figure by author)................... 72 

Figure 4-9: gNN with different training data sizes, loss (figure by author) ......................... 72 

Figure 4-10: Confusion chart, FEM vs. gNN in red and FEM vs. NN in blue. The black 

diagonal represents a perfect fit (figure by author) .............................................. 73 

Figure 4-11: Exceedance curve, FEM vs. NN. The means of both FEM and NN are drawn 

in as vertical lines (figure by author) ................................................................... 73 

Figure 4-12: Exceedance curve, FEM vs. gNN. The means of both FEM and gNN are 

drawn in as vertical lines (figure by author) ........................................................ 74 

Figure 4-13: : gNN vs. NN, 𝒍𝟐 error (figure by author) ....................................................... 74 

Figure 4-14: gNN vs. NN, loss (figure by author) ............................................................... 75 

Figure 4-15: gNN with different number of hidden layers, 𝒍𝟐 error (figure by author) ...... 75 

Figure 4-16: gNN with different number of hidden layers, loss (figure by author) ............. 76 

Figure 4-17: : gNN with different number of neurons per hidden layer, 𝒍𝟐 error (figure by 

author) .................................................................................................................. 76 

Figure 4-18: gNN with different training data sizes, 𝒍𝟐 error (figure by author)................. 77 

Figure 4-19: gNN with different training data sizes, loss (figure by author) ....................... 77 

Figure 4-20: Confusion chart, FEM vs. gNN in red and FEM vs. NN in blue. The black 

diagonal represents a perfect fit (figure by author) .............................................. 78 

Figure 4-21: : Exceedance curve, FEM vs. NN. The means of both FEM and NN are drawn 

in as vertical lines (figure by author) ................................................................... 78 

Figure 4-22: Exceedance curve, FEM vs. gNN. The means of both FEM and gNN are 

drawn in as vertical lines (figure by author) ........................................................ 79 

Figure 4-23: Fixed weight variants of gNN, 𝒍𝟐 error, linear (figure by author) .................. 80 

Figure 4-24: Fixed weight variants of gNN, loss, linear (figure by author) ......................... 80 

Figure 4-25: Dynamic weight variants of gNN, 𝒍𝟐 error, linear (figure by author) ............. 81 

Figure 4-26: Dynamic weight variants of gNN, loss, linear (figure by author) ................... 81 

Figure 4-27: Fixed weight variants of gNN, 𝒍𝟐 error, nonlinear (figure by author) ............ 82 

Figure 4-28: Fixed weight variants of gNN, loss, nonlinear (figure by author) ................... 82 

Figure 4-29: Dynamic weight variants of gNN, 𝒍𝟐 error, nonlinear (figure by author) ....... 83 

Figure 4-30: Dynamic weight variants of gNN, loss, nonlinear (figure by author) ............. 83 

file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410568
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410568
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410569
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410569
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410570
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410570
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410571
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410573
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410574
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410575
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410576
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410577
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410577
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410578
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410578
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410579
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410580
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410581
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410581
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410582
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410582
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410583
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410583
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410584
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410585
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410586
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410587
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410588
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410588
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410589
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410590
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410591
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410591
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410592
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410592
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410593
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410593
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410594
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410595
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410596
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410597
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410598
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410599
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410600
file:///C:/Users/Mert/Desktop/Adjustments.docx%23_Toc145410601


List of Tables VI 

List of Tables 

Table 2-1: Variables and their definition (representation by author) ................................... 24 

Table 4-1: Hyperparameter initialization values (representation by author) ....................... 66 

Table 4-2: Hyperparameter adjustment for training data size variation results 

(representation by author) .................................................................................... 66 

Table 4-3: Learnrate update table (representation by author) .............................................. 66 

Table 4-4: Prediction and Training times for linear elasticity, Time is in seconds 

(representation by author) .................................................................................... 68 

Table 4-5: Prediction and Training times for non-linear elasticity, Time is in seconds 

(representation by author) .................................................................................... 68 

Table 4-6: Fixed loss weights table (table by author) .......................................................... 79 

Table 4-7: Dynamic Weight Table (table by author) ........................................................... 80 

 

 

 



Introduction 1 

1 Introduction 

Machine learning and neural networks cover a wide net [1] of different fields of study, 

whereby through a combination of the knowledge of the various fields they are capable of tasks, 

such as classification or regression, as well as more complex functions, such as image recognition 

or language recognition [1][2][3][4][5]. Although for a time neural networks were still behind 

alternative preexisting methods in many cases [6][7], neural networks have shown great progress 

in recent years with breakthroughs in many topics [8][9][10]. Furthermore new research has al-

lowed neural networks to tackle issues of very complex structure, like conversing with a human 

through language and speech processing [11][12]. Other factors lending to these breakthroughs 

include technological advancements of available hardware [13][14], but also the coordination be-

tween scientific fields, that were previously working parallel to each other [9][15]. Plenty of re-

search has been done and is still underway on further enhancing neural networks [16][17][18]. 

While there is plenty of research on a neural network’s activation functions [19][20], other re-

search tackles the general architecture of layers [21], the loss function of the model [22][23], the 

optimization algorithm [24][25] and many others [26][27]. While neural networks have shown 

great error ranges after the training process is completed [28][29][30], the amount of data neces-

sary to train a model, as well as training time are factors to consider for improvement [31][32].  

There are a variety of tools available to engineers to solve problems of different nature. Cur-

rent numerical methods dominate the engineering market for problem solving, like finite element 

method, finite difference method, Runge-Kutta methods, Monte-Carlo method and many more 

[33][34][35]. These methods allow for the analysis of systems from simple to very complex na-

ture. While neural networks are more than capable after training to output results with very small 

error margins, numerical methods are often faster for a few calculations and have a deeper back-

ground of research behind them. However there are certain fields and use cases, where neural 

networks have been shown to be equal to numerical methods or provide an even better model for 

problem solving [36][37][38]. In the case of uncertainty quantification, where it is necessary to 

have multiple various results for a scenario/use case to be able to proceed with the calculations 

and analysis of uncertainty, methods such as Monte-Carlo are the main tools for engineers [39]. 

Through Monte-Carlo simulation engineers can generate many datapoints necessary for uncer-

tainty quantification. The Monte-Carlo method however can be tedious, slow, and ineffective, as 

well as inaccurate with its approximations, when dealing with large and complex data [40]. This 

is one of the possible avenues in which neural networks can deliver an edge to current numerical 

methods. Since numerical methods are very processing heavy and time consuming, the more com-

plex the system is and depending on the degree of accuracy the model should have, numerical 

methods prove themselves very taxing [35]. Furthermore, for uncertainty quantification, where it 

is necessary to produce a great dataset through deterministic methods, replacing those methods 

with trained neural networks could help reduce the time necessary to produce large datasets. A 

neural network model, provided it has enough training data and enough prior time to train, can 

output satisfying results for multiple cases of the same scenario very quickly. If data of the system 

that is to be approximated by a model is available and the data itself contains the underlying 
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information and patterns necessary that describe that system, neural networks have been shown 

to be able to approximate and generalize any such system [41][42]. Therefore, one could make 

use of a neural network trained on sparse data, to generate and fill out the sparse data of a system 

or model to then use the generated large data in uncertainty quantification to evaluate the system 

or model. Some papers are already a step further where they use neural networks do directly 

estimate uncertainty [43][44]. A neural network in its most basic form can be used for many tasks, 

but there are a variety of different designs and architectures employed for various tasks and func-

tions. Still, adaptation of neural networks instead of current numerical methods is slow or unnec-

essary, as often neural networks only improve productivity by a little or not at all depending on 

the use case and the available data. In addition, neural networks take time to train and need great 

datasets to train accurately. 

Another important part of research in neural networks concerns itself with the enhancement 

of the existing designs of the models. Various enhancements of neural networks have shown that 

the general idea of providing more information to the neural network model to constrain it often 

improves accuracy and speed [45][46][47][48], possibly giving it an additional edge over basic 

neural networks and possibly over widely used numerical methods. One such enhancement that 

this work will present is through the addition of derivative information in the dataset used for 

training a neural network model. By using available gradient data with respect to the inputs during 

the training process the neural network model is now constrained on its output as well as the 

derivative of the output resulting in quicker and more accurate training. Additionally, such neural 

network enhancement can help alleviate the issue of the size of the training dataset necessary for 

an accurate model. This is because many numerical methods and models use so called adjoint 

methods which allow the calculation of derivatives without strongly affecting the processing time 

[49][50].Figure 2-17 

This work will concern itself with enhancing a basic regression neural network, that is a feed 

forward neural network, through constraining the model loss function to be optimized by addi-

tional use of gradient information. Gradient information here means the partial derivatives of the 

output value of our dataset with respect to inputs, not to be confused with the gradient descent 

training method where the loss functions gradient is used to optimize the model parameters. The 

general loss function that is formulated in regression neural networks and optimized through al-

gorithms is modified, by adding the loss of the gradient of the model consisting of the mean-

squared error of the residual of the gradient with respect to inputs of the model and the true gra-

dient with respect to inputs to the original mean squared error of the model output and the true 

output. This approach of expanding the loss and adding new constraints has been used in other 

papers concerning physics informed neural networks, PINNs, where they call it a gradient en-

hanced physics informed neural network, gPINN [48]. Other examples include a Sobolev neural 

network, SANN, and a gradient enhanced neural network applied to uncertainty quantification. 

The former goes into a detailed theoretical framework for using gradient information during train-

ing. The latter gives a theoretical framework for a basic 2 layer neural network. In this work the 

loss function does not contain any partial differential equations or formulae constraints where the 

output of the model is a parameter of a partial differential equation expressed as residuals. There-

fore, only the data and its underlying information will provide the constraints for the neural net-

work. Furthermore, the data used to train the neural network model will be generated by a finite 
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element model of linear and nonlinear elasticity, which will be expanded on in section 2.5.1 and 

4.1.1. This work will also apply different weight schemes to the losses of the neural network and 

compare results [51]. 

Concerning the sections of this work, it proceeds as follows: First, the current state of the art 

concerning neural networks as well as various model enhancements will be examined. This will 

cover the basics of neural networks pertaining to this work, which includes their general functions 

and use cases, a list of parts and subparts and their general functions, the process and theory of 

training a model and the different algorithms and loss functions in use for training neural net-

works. Brief theoretical explanations of some parts are included as well. The section will also 

include a detailed example of calculations for a regression neural network model similar to the 

one used in this work for analysis. This example will focus on automatic differentiation, as in the 

forward and backwards propagation of the model during training. Afterwards research of current 

enhancements of neural networks and a brief focus on papers which cover enhanced neural net-

work models through use of gradient information is discussed. Lastly a succinct discussion on 

finite element models in general and the theory behind the finite element model used for this 

works analysis is addressed. Additionally, an overview on sensitivity analysis and uncertainty 

quantification is included to clarify the use case for neural networks. 

The next section will describe the gradient enhancement used in this work in detail and the 

neural network architectures applied to the data of the linear and nonlinear systems generated by 

the finite element model. The previously made calculations for the base neural network are revis-

ited and expanded on the gradient enhancement part. As the neural network will be programmed 

in MATLAB, a concise presentation of the calculations and flow of information occurring inside 

the program will be showcased. Then, the linear and nonlinear examples that are approximated 

by the finite element model are presented and described. Following this, the generation of the 

training data through the finite element model will be expanded on. This will include a short 

descriptive summary of the finite element model’s attributes and code. Lastly the methodologies 

used to analyze the results in the following section are elaborated on. 

In the third section, the results will be visualized and analyzed. A concise presentation of all 

results for each example and the variations will be showcased. 

The fourth section will be a conclusion and summary of the work, where its results will be 

evaluated. Furthermore, possible future developments and further research of interest following 

this work are discussed. 
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2 Literature Review 

2.1 Neural Networks 

A neural network is a general model capable of representing or characterizing different func-

tions used for a multitude of applications in many different fields. Neural network models are 

capable of approximating mathematical expressions, so if a task can be construed as such, a neural 

network can achieve that task. While there is a great variety of neural networks when it comes to 

their function and capabilities, every neural network follows a general design. Their earliest de-

sign lends itself to the system of biological neurons found in humans. Compared to other model-

based methods neural networks are mainly data driven models that self-adapt. This means a neural 

network model has less assumptions before it is trained on data. The models use algorithms and 

optimization of an objective function defined by the engineer to adapt itself to the data given to it 

for training. Therefore, a neural network simply approximates whatever the data represents in the 

form of the desired output, nothing else [52]. Through multiple interconnected nodes and different 

parameters attributed to various mathematical processes, the model can produce an output by a 

given input. Through a training process defined by an algorithm and a dataset of input/output 

pairs, the model adjusts its accuracy for a given objective function. In contrast to regular pro-

gramming models, where “rules” are defined and with given inputs the model produces certain 

desired outputs, a neural network model consists of a defined “ruleset” which through use of 

algorithms during the training process is adjusted given the input/output pair dataset. This process 

is comparable to the process of how humans adjust their ability of a task, given their experience, 

hence the term “learning” is used as well for neural network training. Neural networks are capable 

of simple tasks like regression and classification. More complex tasks, such as speech and image 

recognition, involve more complex neural networks, but are also achievable [53]. 

2.1.1 General Function 

A neural network is comprised of a collection of units, usually called neurons. These neurons 

are linked together in structured layers, with a concrete flow of information. Depending on the 

design, a neural network is capable of accomplishing tasks like regression or classification. There 

are variations of these tasks, like binary classification and multivariable classification. The task 

of the neural network is important when it comes to designing the model and its hyperparameters. 

Hyperparameters are any adjustable attribute of a neural network. This includes how many neu-

rons or other parts are used, what algorithms and which parameters are used, etc. Mathematically, 

a neural network is a series of nested functions which contain a vast array of parameters. How the 

functions are nested is defined by the structure of the model, another hyperparameter. The func-

tions themselves are simple mathematical equations and its parameters in general are weight pa-

rameters and bias parameters. Because of the simplicity of a neural networks and their associated 

mathematical equations, the models are quick and efficient at learning from data and once trained, 

outputting correct results. By using a training dataset, the model learns the datasets patterns. This 
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training process involves algorithms that vary depending on the desired task or the available da-

taset and its mathematical space. 

As an example, in the case of a regression task there are various simple or rigorous numerical 

methods available to create a model which approximates a dataset. However, with a neural net-

work, the model would only use the available dataset to learn its underlying pattern through train-

ing algorithms, which once trained results in faster evaluation. While most of the structure of a 

neural network is usually defined by the engineer, the set of parameters that make up the mathe-

matical process of the model are adjustable by the model itself during the training process. This 

allows the model to find an optimal solution for the task “on its own”. Rephrased that means, 

while in classical computer science and engineering approaches one uses predefined rules that are 

then applied to data to obtain results, neural networks use datasets of input/output pairs to “create 

its own rules”. They generalize and approximate the data and its patterns and information. These 

models are then able to be applied to new data, given that it follows the same underlying pattern 

and information of the used training data. The models can then output satisfactory results on data 

they have never seen [53]. Mathematically, neural networks are general approximators, meaning 

under certain conditions an adequately sized neural network is capable of approximating any 

function [42]. Therefore, a dataset needs to contain an underlying pattern that can be “learned” 

by the model. For example, in the case of binary classification of the very first proven concept of 

a neural network, the perceptron, the data was dividable through a linear mathematical expression, 

which the model approximates by adjusting its parameters [54]. 

2.1.2 Information and Statistical Theory 

In general, the trained models are functions capable of mapping a given input to an output. 

Through the training process, the likelihood of mapping an input to an output occurring correctly 

is increased, which is why neural networks are very dependent on the used training data. The 

theory of this machine learning process is the same behind adjusting a probability distribution to 

correctly mirror a desired distribution of probabilities. By varying the likelihood of an expectation 

of an event, our model’s probability distribution can copy the probability distribution of the da-

taset which optimally would be equal to the phenomena our dataset represents. The maximum 

likelihood method allows exactly this. By minimizing the dissimilarities between the distribution 

of our dataset and the model’s distribution of output values, cross-entropy is reduced. Information 

theory gives us a broader understanding behind machine learning and cross-entropy. Since bits 

are used to communicate information, one topic information theory concerns itself with is the 

storage that is necessary for an observed event of a probability distribution. Intuitively, the rarer 

an observed event is, the more bits should be “reserved” for such an event, as their information is 

transferred less frequently. In short, the lower the probability of an observed event, the higher its 

information. The information 𝐼(𝑥) of an observed event 𝑥 is defined through the probability 𝑃(⋅) 

as follows: 

𝐼(𝑥) = ⁡−𝑙𝑜𝑔⁡(𝑃(𝑥)) (2-1) 
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The entropy 𝐻(𝑥) is defined as the average number of bits necessary to transfer the infor-

mation of an event. It is expressed as: 

 

𝐻(𝑥) = ⁡−∑𝑃(𝑥)log⁡(𝑃(𝑥)) (2-2) 

 

The more even the probabilities in a probability distribution the higher the entropy. Entropy 

here relates to how surprising the general events are. Following entropy, cross-entropy is called 

the difference between two probability distributions for a given input. In the case of neural net-

works, our training algorithm aims at reducing the cross-entropy between the dataset and the 

model’s predictions. Relating to information theory, cross-entropy expresses the average amount 

of bits necessary to transfer data of the true distribution 𝑃 gained from the dataset, with the 

model’s distribution 𝑄. For discrete probability distributions cross-entropy 𝐻(𝑃, 𝑄) is defined as: 

 

𝐻(𝑃, 𝑄) = ⁡−∑𝑃(𝑥)log⁡(𝑄(𝑥)) (2-3) 

 

In the case of continuous probability distributions, the expression changes to take the integral 

across the events instead of the sum: 

 

𝐻(𝑃, 𝑄) = ⁡−∫𝑃(𝑥)log⁡(𝑄(𝑥))𝑑𝑥 (2-4) 

 

In the case of a neural network, the most used loss function is the mean-squared error. Per 

theory, the mean-squared error is the cross-entropy between the dataset and the model’s distribu-

tion. The following is going to briefly summarize the theory explaining why the mean-squared 

error loss function works for machine learning. 

If 𝛩 is a parameter defining a probability distribution function and its parameters and X is the 

joint probability of our dataset, to increase the probability 𝑃(𝑋⁡|⁡𝛩), means to find 𝛩, so that the 

likelihood of 𝑋 being observed increases. Therefore, it is called likelihood 𝐿(𝑋; ⁡𝛩). 𝑋 can be split 

into its various samples leading to 𝐿(𝑥1, 𝑥2, … , 𝑥𝑛; ⁡𝛩). This joint probability distribution is de-

fined as the product of the probability of the sample given 𝛩 for all samples. This product over 

many probabilities can lead to numerical underflow, therefore the natural logarithm log is taken. 

The log does not change the argmax of the likelihood but transforms it into a sum, which is more 

convenient and simpler. Since a loss function is phrased as being minimized, one transforms the 
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likelihood 𝐿 and is left with the minimization of the negative log-likelihood. In the case of ma-

chine learning, one uses the conditional probability of the output given the input, given the model, 

so: 

 

argmax
𝜃

(𝐿(𝑦|𝑋; ⁡𝜃)) = ⁡ argmax
𝜃

(∑log⁡(𝑃(𝑦|𝑋; ⁡𝜃)) (2-5) 

 

𝑂𝑅 

 

argmin
𝜃

(−𝐿(𝑦|𝑋; ⁡𝜃)) = ⁡argmin
𝜃

(−∑log⁡(𝑃(𝑦|𝑋; ⁡𝜃)) (2-6) 

 

Whereby 𝐿(𝑦|𝑋; ⁡𝜃) expresses the likelihood of the probability distribution of 𝑋 producing 

the probability distribution 𝑦 for given model parameters 𝜃. Through a handful of additional 

mathematical operations, these equations are transformed into a mean-squared error. A typical 

regression loss function is the half-mean squared error with the additional denominator 𝑁, the 

number of samples. This shows why maximum likelihood estimation forms a basis for (super-

vised) machine learning models. The maximum likelihood estimation framework leads to the 

mean-squared error in the case of a regression task, and the cross-entropy loss function in the case 

of a classification task [55][56][57]. 

In this sense the study of machine learning neural networks is tightly connected to statistical 

theory and information theory. In statistical theory the concern is about datapoints and their pat-

terns. The focus is on understanding how these features inside of datasets can be modeled. Espe-

cially when it comes to the optimization and training process of neural networks, statistical theory 

plays a great role in the design of the optimization function. Methods like the previously discussed 

maximum likelihood estimation method are used to optimize the neural network function, alt-

hough they are not referred to as such in the machine learning community [58]. Information theory 

studies the information stored inside of data and how to quantify it. It also concerns itself with the 

flow of information and how this can occur. In neural networks, information theory helps under-

stand the effect of input features onto the outputs. The study also defines the uncertainty and 

randomness in a model’s output as entropy and applies methods to reduce this entropy to increase 

a model’s accuracy. Therefore, both theories are an integral part of neural networks and machine 

learning [59]. If the training data is too biased, it can result in unusable results. In the case of 

regression, a neural network excels at outputting correct values inside the range of a dataset. 

However outside of the dataset, depending on the mathematical function the dataset represents, a 

neural network can have difficulties approximating correctly. It has been shown through the Uni-

versal Approximation Theorem, that neural networks are theoretically capable of mapping any 
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input to an output, as in, neural networks are universal. Therefore, neural networks can approxi-

mate the results of any function, no matter its complexity, so long as the network is sufficiently 

designed to mirror that complexity [42]. 

2.2 Types of Neural Networks 

There has been considerable progress on neural network architecture in the last few decades. 

The very first neural networks were ultimately performing worse compared to their contemporary 

methods of optimization and solution finding [60], however newer types of neural networks have 

proven to be just as good, if not considerably better [61][62]. Early neural networks were very 

simple in their design, mainly made up of a single neuron/unit. The most known and earliest 

practical neural network was the perceptron by Frank Rosenblatt in 1958 [54]. The perceptron is 

a binary classifier, meaning it can classify information into two classes.  

 

Figure 2-1: The first perceptron by Rosenblatt (figure by author) 

 

Figure 2-1 illustrated Rosenblatt’s perceptron. It uses the weighted sum of its inputs and ap-

plies a step function. This step function introduces non-linearity and is usually called an activation 

function. The training process is very similar to today’s neural networks training process. Through 

use of data of input and output pairs, the neural network produces an output given the input and 

its output is then compared to the dataset output. The difference of these values is then used in an 

optimization algorithm. To minimize this difference, the perceptron parameters are adjusted by 

the perceptron learning rule, which is a very simple iterative process. 

If the model prediction is false, the model parameters are adjusted by the difference of the 

outputs multiplied with a learning rate and the inputs. This is akin to a hyperplane rotation to split 

the data into two classes in the data space, which is why the perceptron is only capable of simple 
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linear classification tasks and has trouble classifying more complex binary data, where the hyper-

plane is non-linear. The perceptron represents an important milestone in the study of neural net-

works, proving that a neural network model can be trained effectively using data [54]. 

 Figure 2-2: 2D linear hyperplane splitting data into two classes. The weight vector runs perpendic-

ular to the hyperplane (figure by author) 

 

 Figure 2-2 shows the hyperplane that is rotated to split the data into two classes. The vector 

of the weights is perpendicular to the hyperplane. 

2.2.1 Artificial Neural Network (ANN) 

An artificial neural network is a simple feed forward neural network. The term is usually used 

for neural networks in general, although they are also called multilayer perceptron. The most 

widely used ANN is the multi-layer feedforward network. In ANNs the flow of information is 

unidirectional.  

Figure 2-3: Simplified neural network model, a black box model mapping input to output (figure by 

author) 

 

Figure 2-3 illustrates the simple design of a neural network. It is a black box model, where 

the training algorithm adjusts parameters of the model to approximate the data. The process of 

mapping input to output occurs in a “concealed” manner. The model consists of multiple neurons 

ordered in layers, with an input and output layer at each end of the model. Each neuron contains 

an activation function. These neural networks are used for a variety of tasks as they represent a 
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basic form of neural networks and can be found in slightly altered ways in other types of neural 

networks. The network maps a fixed-size input to a fixed-size output. A neural network is simply 

a black box model. The information propagates through weighted connections between neurons 

and layers. Each neuron takes a weighted sum of its inputs and passes it through a non-linear 

function to generate its output [52]. 

2.2.2 Convolutional Neural Network (CNN) 

A convolutional neural network is a special type of artificial neural network that is preceded 

by at least one convolutional layer. Some convolutional neural networks can be split up resulting 

in simple multilayer feedforward networks in between layers, however the convolutional layer is 

its core part. The convolutional layer is a kind of compression layer. Whereas a normal hidden 

layer in a simple artificial neural network takes the weighted sum of its inputs and together with 

a bias passes it through a non-linear function to provide an output, a convolutional layer takes an 

input in parts, where each part is a meld of inputs. A CNN is capable of processing multiple arrays 

of inputs which is useful for image classification, where an image is split and combined by, for 

example its pixels. The convolutional layer units are ordered in feature maps, also called kernels. 

 

Figure 2-4: Application of feature mask onto input array (figure by author) 

 

Figure 2-4 demonstrates the process of convolution. The depicted feature mask is able to 

discern vertical edges. As can be seen from the input array and the output array, the feature mask 

allows the model to extract features the engineer designing the neural network deems relevant. A 

feature map allows the highlighting of certain patterns in those multiple arrays of input data. Each 

unit of a feature map is attached to a local part in the feature map of the previous layer through a 

set of weights. Just like with an ANN, a unit takes the weighted sum of the information from that 

connection and passes it through a non-linear function. Inside a feature map, all its units share the 

same weights, because in certain array data inputs like images, local values highly correlate and 

form clear local patterns that can be observed. Furthermore, these patterns are often invariant to 

location. Since this process of filtering through feature maps is called discrete convolution, neural 

networks employing such layers are called convolutional neural networks [63]. To allow the neu-

ral network to learn features of hierarchical order, multiple convolutional layers with distinct fea-

ture maps are stacked. A convolutional layer is usually followed by a pooling layer which merges 
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thematically similar features together. They reduce the dimensions of the input data capturing 

only the most important information and reducing the complexity of the network computation. 

One way of pooling is max pooling, where only the maximum value of a given space of the input 

data is used. CNNs are mainly used for image recognition [61] and language processing [64]. 

2.2.3 Recurrent Neural Network (RNN) and Long Short-Term Memory 
(LSTM) 

In the case of sequential data or data that has temporal dependencies simple feed forward 

networks and convolutional networks are inadequate. Recurrent neural networks are capable of 

processing input one sequence at a time through storing the history of processed information from 

previous sequences. This stored history of processed information is relayed through recurrent 

connections. A recurrent neural network is a deep feed forward neural network, where the weights 

over the sequences are the same for each individual layer [10]. In a recurrent neural network, each 

neuron can store and process information from previous runs. This creates a feedback loop where 

previous sequences can influence later sequences. 

 

Figure 2-5: Recurrent feedback in a model with one neuron 𝒂 (figure by author) 

 

A simple recurrent network with only 1 neuron is depicted in Figure 2-5. In the figure, 𝑡 

denotes the current sequence and in such a model, the previous neuron output also influences the 

following sequence. By combining the previous sequence information with the current sequence 

input of the neuron and passing it through a non-linear function an output is produced. This output 

is then used to adjust the memory stored in the neuron. Basic recurrent neural networks had the 

issue of vanishing gradients leading to difficulties in storing long-term sequence history. The 

discovery of the long short-term memory unit and gated recurrent unit have solved this issue. A 

long short-term memory unit consists of multiple smaller units. The first unit relays to itself in 

the next sequence, with a weight of 1, its own information. This relaying connection is controlled 

by a second unit which learns to decide whether the information should be relayed or not [65]. 

For the training process the automatic differentiation backpropagation occurs unfolded through 

time. Recurrent neural networks are used for language processing [64], speech recognition [66], 

machine translation [67] and other time dependent tasks [68][69]. 
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Figure 2-6: A simple LSTM unit. The hidden state stores previous values, the cell state stores long 

term previous values. The parameters inside this unit are part of the neural network model param-

eters (figure by author) 

 

The general design of the LSTM can be seen in Figure 2-6. The LSTM has a hidden state and 

a cell state. While the hidden state carries previous sequence information of short-term nature, the 

cell state collects long-term information. 

2.3 Neural Network Parts and Subparts 

A neural network consists of multiple units, called neurons. These neurons are ordered in 

structures called layers, with each layer having a defined number of neurons. Between every layer 

there are connections between the neurons. In general, these connections visualize the flow of 

information, in the case of a unidirectional flow of information it would mean that the outputs of 

neurons in previous layers are passed to the input of the neurons in the next layers [70]. 

2.3.1 Input, Output and Hidden Layer 

The input layer of a neural network is the very first layer. It is the layer where the input data 

is inserted into the model. For each feature or parameter there is an input neuron. The output layer 

is the last layer of a neural network. Its neurons output the final prediction of the model. The input 

layer and its number of neurons are defined according to the training data and depending on the 

use case, the output layer varies. A general illustration of the layers can be seen in Figure 2-7. 
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Figure 2-7: A visual representation of input, hidden and output layer (figure by author) 

 

For a simple one output regression network the output would have one neuron, which would 

be the value to be approximated. For a simple classification network, the output layer would con-

sist of as many outputs as there are classes to identify. In the example of an image recognition 

network for numbers, the model would have an array of possible classes, 0⁡𝑡𝑜⁡9, to identify the 

numbers in the image. Each of these classes would have an output value representing the proba-

bility of the class being the correct output, where the most likely class is picked. Most of the 

abstraction and work of a neural network occurs in the hidden layer. The hidden layer lies between 

input and output layers. The hidden layer consists of one or more layers and the number of neurons 

is not predefined. The purpose of the hidden layers is to extract and learn information from the 

data. Some hidden layers operate as encoder and decoder layers in certain neural networks like 

recurrent neural networks. An encoder layer compresses the data, reducing or removing unim-

portant information, leaving only the important information. The decoder layer then takes the 

encoder layers compressed information and transforms it into usable data for the task of the neural 

network. This helps remove noise and other issues from the dataset. While a simple network con-

sisting of a handful of layers and neurons can solve simple tasks, more complex tasks require 

deeper networks. Deep learning networks have a sizeable hidden layer and neuron count. In the 

hidden layer one can find the model parameters, which are called weights and biases, of the neural 

network [70]. The hidden layer contains the main portion of calculations of a neural network. 

Besides the weights and biases, there are also the non-linear functions like the rectified linear unit 

or the sigmoid that are used to process and pass the neuron information to the next layer. 
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2.3.2 Neurons 

 

Figure 2-8: The general calculation occurring inside a neuron, which is very similar to the percep-

tron (figure by author) 

 

Neurons are the core unit of a neural network. Their first designs follow biological neurons 

found in the nervous system of animals and research since then has provided adjustments and 

variations improving them. As depicted in Figure 2-8, a general neuron is a unit that consists of 

an input and an output. Inside the neuron a mathematical calculation is applied onto the input to 

generate its output. A neuron can get its input from multiple neurons of the previous layer and 

thereby a neuron can also output to multiple neurons in the next layer. Its input is the weighted 

sum of all incoming values, each with its own weight and bias. In some neural networks, like 

Recurrent Neural Networks, this flow of information is not strictly unidirectional. The calcula-

tions inside the neuron and the connections do vary between different neural network architec-

tures. However, in general incoming values are multiplied with a weight and a bias is added. The 

weighted sum of all these inputs is then passed through a non-linear function introducing non-

linearity to the neuron, where its value is then passed on to the next layer. The non-linear function 

allows the neuron to transform its output to a desired form. Depending on the task the neural 

network is supposed to do, this varies. 

2.3.3 Activation Function 

Activation functions are different types of mathematical operations to adjust the output of 

neurons. The desired function of the neural network often dictates an array of suitable activation 

functions. While basic calculations of a neuron are linear, the activation function usually serves 

as a non-linearity in the neural network to make the approximation of non-linear functions possi-

ble, but also to increase the networks efficiency as approximating with only linear functions is 

difficult for certain datasets. In general, an activation function is part of every neuron. A neural 

network model usually uses the same activation function for all its neurons. However, some neural 

networks use different activation functions for certain layers or certain neurons do not use them 

at all. For example, for image recognition, a combination of a convolutional neural network and 

a recurrent neural network has been used effectively. In this case the CNN and the RNN might 
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have different activation functions as their tasks in the combined neural network are different. In 

the case of a LSTM network, where memory is stored for its algorithm, the memory units may 

vary from the general neuron structure [65]. In the case of classification, a bounded range for the 

output of neurons works better. Since classification neural networks calculate probabilities of 

multiple classes given an input, it makes sense to limit the predicted probabilities ranges between 

0⁡𝑎𝑛𝑑⁡1 like any probability, or −1⁡𝑎𝑛𝑑⁡1 to allow a greater degree or range of non-probability 

for the output classes. 

2.3.4 Types of Activation Functions 

Rectified Linear Unit 

The rectified linear unit (ReLU) is the most popular activation function in use for machine 

learning nowadays. The rectified linear unit is a simple half-wave rectifier, where any negative 

value returns 0⁡and any positive value is returned. 

 

𝑅𝑒𝐿𝑈(𝑥) = {
𝑥, 𝑥 > 0
0, 𝑥 ≤ 0

 (2-7) 

 

Figure 2-9: The rectified linear unit (figure by author) 

 

The first general idea behind the ReLU was to mimic biology, as human neurons depending 

on their input decide to “fire” an output or not. For gradient descent purposes the derivative of the 

ReLU is often separately defined at the discontinuity. The ReLU activation function is very useful 

for regression [71] and provides better results than other activation functions [72]. Since neural 

networks have had a sudden boost in progress again, new research into ways of optimizing neural 

network structure is being conducted, like the activation functions used in a model. 
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Leaky Rectified Linear Unit 

 

 

Figure 2-10: The leaky rectified linear unit (figure by author) 

 

The leaky rectified linear unit is an adjustment of the ReLU for values of negative space. Any 

negative values are returned multiplied with a predefined factor 𝑎, usually a very small number. 

 

𝑙𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑥) = {
𝑥, 𝑥 > 0
𝑎𝑥, 𝑥 ≤ 0

 (2-8) 

 

This allows neurons to not completely turn off, leading to a less sparse neuron layout of the 

model. 

Exponential Linear Unit (ELU) 

 

Figure 2-11: The exponential linear unit (figure by author) 

 

 

𝐸𝐿𝑈(𝑥) = {
𝑥, 𝑥 ≥ 0

𝛼(𝑒𝑥 − 1), 𝑥 < 0
 (2-9) 
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The exponential linear unit behaves similar to the ReLU, but for negative values it is defined 

as an exponential, allowing for faster learning. A scaling factor 𝛼 is introduced [73]. 

Hyperbolic Tangent 

 

Figure 2-12: The hyperbolic tangent (figure by author) 

 

𝑡𝑎𝑛ℎ(𝑥) =
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
 (2-10) 

 

The hyperbolic tangent activation function ranges from −1⁡𝑡𝑜⁡1. It is especially useful when 

a model is classifying between two classes. 

Sigmoid 

Figure 2-13: The sigmoid function (figure by author) 

The sigmoid activation function returns a value between 0⁡𝑎𝑛𝑑⁡1. Its main use is for classifi-

cation, where the model must predict the probability of multiple classes/outputs. 

 

𝜎(𝑥) =
1

1 + 𝑒−𝑥
 (2-11) 

 

The sigmoid function is a very important function historically. It was the most widely used 

activation function for neural networks in general. Now it is mainly used for classification tasks 

or in neural network parts like the long short-term memory unit [42]. 
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2.3.5 Weights and Biases 

In a neural network, each unit is connected to a previous unit. These connections represent 

the flow of information inside the model. Depending on the type of neural network, the directions 

vary. For a simple feed forward neural network like the multilayer perceptron, information flows 

from layer to layer chronologically, that is from input to output. In the case of recurrent neural 

networks, the model works with sequential input arrays. In the case of its long short-term memory 

units, information from previous sequences can flow to previous layers of current sequences. 

Each of the neurons in a neural network passes information to its next layer. When infor-

mation is passed forward, a weight and a bias is attributed to that information. These two param-

eters are the main model parameters of a neural network and are adjustable by the model itself. 

The input to a neuron is processed as: 

 

𝑂𝑢𝑡𝑝𝑢𝑡 = 𝑓(∑𝐼𝑛𝑝𝑢𝑡𝑖 ∗ 𝑤𝑖 + 𝑏𝑖
𝑖

) 
(2-12) 

 

With 𝑓(∙) denoting the activation function and 𝑤𝑖, 𝑏𝑖 the weights and biases of each input 

𝐼𝑛𝑝𝑢𝑡𝑖, with 𝑖 denoting the current input. Each neurons output, including the input layers neurons, 

are multiplied with a weight that represents their importance in the mapping of input to output for 

our neural network model. Same goes for the bias. The weighted sum itself is a simple linear 

function, allowing neural networks to propagate information quickly with efficient use of pro-

cessing power. Furthermore, as will be discussed later, this simple expression allows for fast op-

timization through gradient based methods where calculations of derivatives play an important 

role. 

2.3.6 Training 

The basic principle of machine learning and neural networks is the idea that they are trainable 

with a dataset, that is, learn the patterns inherent to a dataset and through training the model is 

capable of discerning the important information of the dataset, while removing the unimportant 

information. The dataset represents the phenomena and its patterns and distinct information the 

model is supposed to approximate. The training of a neural network can occur supervised and 

unsupervised, although there is also semi-supervised learning as well. In an unsupervised training 

method, the dataset provided to the model during its training is not labeled. This means that while 

input data is provided, usually there is no specific output data labeling. In the case of regression 

this is useless, which is why unsupervised learning is generally used for classification tasks and 

its variations. Through unsupervised learning the model learns the dataset and its patterns, allow-

ing for new observations that could not be observed by the engineer themselves, like clustering 

data points or reducing the input data sets dimensionality by discarding unimportant information 

and compressing the given information. In the supervised training method, our dataset is labeled 

correctly, that is each input is paired with an output and therefore guiding the model on the correct 

answer. The model then learns the desired pattern inherent to the paired dataset one wants to 
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approximate. The goal of supervised learning is to build a model capable of handling new input 

data, that was not previously part of the used training data, simply through training the model on 

patterns and structures inherent to the training data. Most use cases of neural networks are through 

supervised learning. Semi-supervised learning uses part unlabeled data, part labeled data. The 

idea is to alleviate the learning process through labeled data, allowing the model to have a small 

guiding hand during training while using the unlabeled data. This allows the use of huge unlabeled 

datasets to be used in combination with small or sparse labeled datasets to create a good model 

compared to just training a model on the sparse labeled dataset[74][70]. 

The main process of training a neural network with methods such as gradient descent, is done 

through a computational algorithm called automatic differentiation. Automatic differentiation al-

lows for simple and efficient calculation of derivatives of the neural network model. This is done 

without relying on numerical approximations or manual derivations. Automatic differentiation is 

applied mainly to the loss function of the model however the process propagates through the 

whole model. The training of a neural network occurs over the whole training dataset however 

the data is sometimes split into parts. There are varying types of training algorithms used in ma-

chine learning that access automatic differentiation. More details on this topic are discussed later 

in this work, see section 2.3.8. 

2.3.7 Loss Functions 

A loss function represents the accuracy of a neural network to approximate a given dataset. 

Its value is the error between the model’s output and the correct output of the dataset. The loss 

function and its loss serve as an observable metric of the model’s accuracy to predict outputs 

given inputs. Depending on the model’s task certain loss functions operate better than others. 

When designing the neural network, the loss function is an important aspect to consider. The goal 

of the training is to minimize this loss function, thereby also minimizing the difference between 

the model’s output and the datasets output. As previously shown, by adjusting the model’s pa-

rameters, the model converges towards a probability distribution equal to the probability distri-

bution given by dataset. The loss function design follows statistical and information theory. 

In the following types of loss functions, �̂� denotes the model’s prediction and 𝑦 denotes the 

true output from the training dataset. Each loss is generally divided by the amount of data used, 

denoted as 𝑁. This is necessary when training occurs over multiple input/output pairs, called 

batches/minibatches [53][70]. 

Mean-Absolute Error (MAE) 

A regression loss which considers the mean of the absolute residual of prediction and ex-

pected result. All predictions have even weight in this loss function. It is expressed as: 

 

𝑀𝐴𝐸 =
1

𝑁
∑�̂�𝑖 − 𝑦𝑖

𝑁

𝑖=1

 (2-13) 

 

With function value 𝑦 and model output �̂�. 𝑁 denotes the sample size used. 



Literature Review 20 

Mean-Squared Error (MSE) 

The mean-squared error is the most used loss function in the case of regression, as it has 

shown the best results, refer to the statistical framework discussed earlier. Compared to the mean 

absolute error, the mean-squared error considers the size of the residuals for each data sample and 

the model’s prediction. The loss is the squared residual between predictions and expected results. 

The mean-squared error is applied to a factor of 0.5 to simplify its derivatives for the gradient 

descent optimization, called half mean-squared error, but simply referred to as the former. 

Through the squaring operation training data that produces greater residuals for the current model 

and its parameters have more weight/influence on the loss function and therefore during optimi-

zation. It is expressed as: 

 

(𝐻)𝑀𝑆𝐸 =
1

2𝑁
∑(�̂�𝑖 − 𝑦𝑖)

2

𝑁

𝑖=1

 (2-14) 

 

With function value 𝑦 and model output �̂�. 𝑁 denotes the sample size used. 

Root Mean-Squared Error (RMS) 

The root mean-squared error is an extension of the mean-squared error loss function., 

whereby the root of it is used instead. The root mean-squared error allows for a direct comparison 

between loss value and target output, as it has the same unit. This is done while retaining the 

weighting of bigger residuals from the mean-squared error. It is defined as: 

 

𝑅𝑀𝑆 =⁡√
∑ (�̂�𝑖 − 𝑦𝑖)

2𝑁
𝑖=1

𝑁
 (2-15) 

With function value 𝑦 and model output �̂�. 𝑁 denotes the sample size used. 

Cross-Entropy 

The cross-entropy loss function is mainly used for classification, see statistical framework 

discussed earlier. It is the difference of probability distributions 𝑃⁡𝑎𝑛𝑑⁡𝑄, with 𝑃 being the prob-

ability distribution of the training dataset and 𝑄 being the probability distribution of the model’s 

predictions. The cross-entropy 𝐶𝐸 is defined as: 

 

𝐶𝐸 = ⁡−∑𝑃(𝑥) ∗ log⁡(𝑄(𝑥)) (2-16) 

 

Rewritten as a loss function for a neural network model, one gets: 
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𝐶𝐸 =⁡−
1

𝑁
∑𝑦𝑖 ∗ log⁡(�̂�𝑖)

𝑁

𝑖=1

 

 

(2-17) 

 

A loss function can be extended by a weight regularization term, also called weight decay. 

When a neural network model is trained with a dataset, just like with any data task, overfitting 

and underfitting are potential issues. In the case of neural networks, a model’s parameters can 

become very big to fit the training data, resulting in instability of the model, also called overfit-

ting. Just small changes in inputs can lead to great variation in outputs in such networks. To 

penalize these potential large weights and keep a neural network model simpler a weight regular-

ization term is added to the loss function. Two wide known regularizations are 𝑙1 and 𝑙2. In the 

case of 𝑙1 regularization weights tend towards 0 leading to sparse weight distribution. In a 𝑙2 

regularization large weights are penalized, however there is less sparse weight distribution. The 

terms include the sum of all model parameter weights. The 𝑙2 regularization usually squares the 

weights to simplify the gradient calculation. 𝑙1 and 𝑙2 weight regularization terms can be ex-

pressed as: 

 

𝐿𝑙1 =
𝜆

𝑁
∗∑∑∑|𝑤𝑖𝑗|

[𝑙]

𝐽

𝑗=1

𝐼

𝑖=1

𝐿

𝑙=1

 (2-18) 

 

𝐿𝑙2 =
𝜆

𝑁
∗∑∑∑𝑤𝑖𝑗

2 [𝑙]

𝐽

𝑗=1

𝐼

𝑖=1

𝐿

𝑙=1

 (2-19) 

 

The parameter 𝜆 is a predefined regularization factor. Every weight 𝑤𝑖𝑗 is defined by its con-

nection to the previous layer and the following layer. Throughout this work, 𝑖 denotes the neuron 

of the following layer and 𝑗 denotes the neuron of the previous layer. Each weight of every layer 

𝑙 is then combined according to one of the above weight regularization equations. As can already 

be seen, denotations through sub- and superscripts become overwhelming when dealing with neu-

ral networks because of the great dimensionality introduced to the model parameters through 

multiple layers and samples. A set denotation will be discussed in following section 2.3.8. While 

the 𝑙2 regularization has found general use for neural networks, which of the two regularization 

terms is used depends on the use case of the model and its dataset [53][55][57][70]. 

2.3.8 Training Algorithms 

The process of training a model follows a predefined algorithm. The algorithm chooses how 

the model adjusts its model parameters to minimize the objective function, that is its defined loss 

function. Such algorithms can come with their own hyperparameters in addition to the models 



Literature Review 22 

own. By converging towards a minimum of the loss function, the training produces a potential 

array of the model parameters which approximate the correct output with very small error, mean-

ing an optimal minimum of the loss function. The most used optimization process is the gradient 

descent method. Although there are other derivative-free methods, the gradient descent method 

remains quite popular. This lends itself to the automatic differentiation technique, allowing for 

very simple and quick neural network models even for large and complex data. The gradient 

descent algorithm faces issues like spurious local minima, where the trained model does not ap-

proximate well, and further training is not possible as the model parameters are stuck in the local 

minima, hence called spurious [76][77]. Still, some papers discuss this issue of local minima and 

their optimality for a neural network model [75][78][79][80][81][82][83]. Another issue are sad-

dle points, since their gradients are zero as well, a model can also become “stuck” on them during 

the training process, leading to bad models [84]. However, there is research discussing these is-

sues and potential solutions [85]. Other papers show local minima to be less prevalent in deeper 

neural networks. Research has also shown that local minima are less of an issue than the saddle 

points in the case of gradient descent algorithms. These saddle points have been shown to mostly 

“curve up” in most dimensions, with the rest “curving down” [10][86][87]. 

 

The main technique used for training neural networks through gradient descent is called au-

tomatic differentiation [88][89]. Automatic differentiation is split into two modes which are for-

ward and reverse mode. It is a technique to calculate all partial derivatives of a model with respect 

to a chosen model parameter. Automatic differentiation differs from the other methods of differ-

entiation, namely symbolic and numerical. Figure 2-14 demonstrates the general difference be-

tween symbolic, numerical, and automatic differentiation. Numerical differentiation relies on the 

definition of the derivative and numerical calculation of the derivative by an approximation 

through numerical methods. Symbolic differentiation reformulates a derivative expression 

through simple and well-known derivatives and use of mathematical operations like the product 

rule to then calculate the derivative. Symbolic differentiation is considered slow and faces more 

issues when calculating higher and more complex derivatives compared to automatic differentia-

tion. Same issues occur for numerical differentiation, in addition to computation inaccuracies. 

Figure 2-14: Generalized difference between the three methods of differentiation. Illustrated by us-

ing the function 𝒇(𝒙) = 𝐜𝐨𝐬⁡(𝒙 + 𝐜𝐨𝐬(𝒙)) (figure by author) 
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Automatic differentiation combines aspects of symbolic and numerical differentiation. Its differ-

entiation occurs recursively through the chain rule, whereby the observed function is simplified 

into multiple partial derivatives. This recursiveness is an important aspect of any programming 

task. Instead of manipulating symbolic expressions to simplify and express the observed function 

differently, to then derive the final derivative of said simplified function through known simple 

derivatives, automatic differentiation instead recursively derives all partial derivatives of the ob-

served function and then evaluates the observed function and all its partial derivatives at specific 

points through use of numerical values. Thereby, the final derivative of the observed function is 

evaluated accurately and efficiently, combining the best aspects of symbolic and numerical dif-

ferentiation. There are newer papers suggesting that symbolic differentiation and automatic dif-

ferentiation are equivalent [90]. While the methods of symbolic differentiation and automatic 

differentiation are similar, the latter operates through numerical values whereas the latter through 

expressions/symbols, making automatic differentiation more efficient for programming and es-

pecially for machine learning gradient based methods where differentiation must be applied re-

petitively.  

In both modes of automatic differentiation, the process occurs according to the chain rule of 

partial derivatives of a function. In forward mode, the partial derivatives of the model are calcu-

lated starting from the input and ending at the output. In the reverse mode it is the opposite way. 

The reverse automatic differentiation is widely called backpropagation. Backpropagation refers 

to the second phase of reverse automatic differentiation. In the first phase the model runs a given 

input forward through itself to populate parameters and trace dependencies. Once this is done, in 

the second phase the algorithm propagates all derivatives by use of chain rule or propagates the 

adjoints starting at the output up until the input. When it comes to deep neural networks with large 

datasets, reverse automatic differentiation is the preferred method over forward mode. With for-

ward automatic differentiation the process of calculating the derivative by propagation with the 

chain rule needs to occur multiple times. Each independent input variable needs its own inde-

pendent pass to calculate its partial derivatives. In contrast the reverse automatic differentiation 

only requires a forward pass and a single backpropagation pass to calculate all its partial deriva-

tives, independent of the amount of input variables.  

The following will briefly cover the equations for reverse mode automatic differentiation, 

which includes the forwards and backwards propagation during training. Keep in mind, these 

expressions may vary according to the defined model design. The following expressions will par-

allel the formulation used in the program of this work. 

First, let us denote the following in Table 2-1: 
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Table 2-1: Variables and their definition (representation by author) 

Variable Denotes the following term 

𝑥 input 

𝑤 weight 

𝑏 bias 

𝑧 linear neuron output 

𝑔(∙) activation function 

𝑎 non-linear neuron output 

𝑦 true output 

�̂� model output 

 

Furthermore, the current layer of any of these will be denoted as a superscript inside []-brack-

ets, not to be confused with the power function, with superscript [𝑙] denoting the current layer. 

Since each layer has its own predefined number of neurons, to discern variables shared between 

neurons of different layers they will be denoted with subscripts⁡𝑖⁡𝑎𝑛𝑑⁡𝑗, with the former referenc-

ing the current layer [𝑙] and the latter referencing the previous layer⁡[𝑙 − 1]: 

 

𝑤𝑖𝑗
[𝑙]
, 𝑏𝑖𝑗

[𝑙]
, 𝑧𝑖

[𝑙]
, 𝑎𝑖

[𝑙]
 

 

To begin automatic differentiation, the algorithm forward propagates with the following def-

initions: 

The activation function 𝑎 of any layer 𝑙: 

 

𝑎𝑖
[𝑙]
= 𝑔(𝑧𝑖

[𝑙]) (2-20) 

 

With the linear neuron output 𝑧 of any layer 𝑙: 

 

𝑧𝑖
[𝑙]
=∑𝑎𝑗

[𝑙−1] ∗ 𝑤𝑖𝑗
[𝑙−1] + 𝑏𝑖𝑗

[𝑙−1]

𝑗

 
(2-21) 

With 𝑖 = {1,… , 𝐼} and 𝑗 = {1,… , 𝐽}.⁡𝐼 is the number of neurons in layer 𝑙 and 𝐽 is the number 

of neurons in layer 𝑙 − 1. Additionally the output of the model �̂� is defined as: 

 

�̂� = ⁡ 𝑎[𝐿] = 𝑧[𝐿] =∑𝑎𝑗
[𝐿−1] ∗ 𝑤𝑗

[𝐿−1] + 𝑏[𝐿−1]

𝑗

 
(2-22) 
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With [𝐿] denoting the final layer of the neural network, the output layer, where no activation 

function is applied to its linear term, although this can vary depending on the used programming 

library/program. 

Once the forward propagation is done, the model has filled all necessary variables and traced 

them for the backpropagation. For a simple regression loss function defined as the half mean-

squared error it follows: 

 

𝐿 = ⁡
1

2𝑁
∑(�̂�𝑛 − 𝑦𝑛)

2

𝑁

𝑛=1

 (2-23) 

 

With 𝑛 = 1,2,… ,𝑁 denoting the training sample. The model parameters are the weights 𝑤 

and biases 𝑏, which are expressed as 𝛩. The loss function 𝐿 is minimized according to its argu-

ment 𝛩 in the following expression: 

 

argmin
𝜃

𝐿 = argmin
θ

1

2𝑁
∑(�̂�𝑛 − 𝑦𝑛)

2

𝑁

𝑛=1

 (2-24) 

 

The partial derivatives 
𝛿𝐿

𝛿𝜃[𝑝]
 which are calculated during backpropagation, are defined by the 

chain rule, with 𝑝 being the layer of referred parameter 𝛩. The general expression is: 

 

𝛿𝐿

𝛿𝜃[𝑝]
=
𝛿𝐿

𝛿�̂�

𝛿�̂�

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝑎[𝐿−1]
𝛿𝑎[𝐿−1]

𝛿𝑧[𝐿−1]
∗ …∗

𝛿𝑎[𝑝+1]

𝛿𝑧[𝑝+1]
𝛿𝑧[𝑝+1]

𝛿𝜃[𝑝]
 

 
(2-25) 

 

With layer 𝑙 = {𝑝,… , 𝐿}. All partial derivatives are then expressed according to the following 

general expressions. For the partial derivative of the loss 𝐿 with respect to the model output �̂�, 
𝛿𝐿

𝛿�̂�
, 

we simply differentiate (2-14) and get: 

𝛿𝐿

𝛿�̂�
=
1

𝑁
(�̂� − 𝑦) (2-26) 

For the partial derivative of the model output �̂� with respect to the activation function 𝑎[𝐿], 
𝛿�̂�

𝛿𝑎[𝐿]
, the expression follows from the detail that no activation function is applied in this work on 

the last layer: 
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𝛿�̂�

𝛿𝑎[𝐿]
= 1⁡ (2-27) 

For the partial derivative of the activation function 𝑎[𝐿], with respect to the linear neuron 

output 𝑧[𝐿], 
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
, differentiating (2-20) gives: 

𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
= 𝑔′(𝑧[𝐿]) (2-28) 

with 𝑔′(∙) being the derivative of the predefined activation function. For the partial derivative 

of the linear neuron output 𝑧[𝐿] with respect to the previous activation function 𝑎[𝐿−1], 
𝛿�̂�

𝛿𝑎[𝐿]
 it 

follows from (2-21): 

𝛿𝑧[𝐿]

𝛿𝑎[𝐿−1]
=∑𝑤[𝐿−1] (2-29) 

Subsequently, this can be applied to any point inside the neural network during backpropaga-

tion, that is any layer and any connection between neurons. These computations are done for each 

sample 𝑛 = {1,2,… ,𝑁} and standard chain rule procedure applies when partial derivatives split 

according to the neural network design. To clarify this point a simple neural network will be 

designed in the following paragraphs. 

Lastly, the final partial derivative of the chain rule term in (2-25) is computed differently 

according to which model parameter the backpropagation currently occurs for, through differen-

tiating (2-21) again. 

In the case of the model parameter 𝜃[𝑝] = 𝑤[𝑝] the final partial derivative is: 

𝛿𝑧[𝑝+1]

𝛿𝜃[𝑝]
= 𝑎[𝑝−1]⁡ (2-30) 

In the case of the model parameter 𝜃[𝑝] = 𝑏[𝑝] the final partial derivative is instead: 

𝛿𝑧[𝑝+1]

𝛿𝜃[𝑝]
= 1 (2-31) 
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The following equations will demonstrate forward and backward propagation for a simple 

regression neural network with 2 hidden layers, each with 3 neurons. The neural network will 

have 2 input neurons and 1 output neuron and is illustrated in Figure 2-15. 

Figure 2-15: A feed-forward neural network model with 2 hidden layers with 3 neurons each. It has 

2 inputs and 1 output. Neuron outputs are defined as 𝒂 and the linear part of the neuron output as 

are defined as 𝒛 (figure by author) 

 

The parameters of the model between each layer, denoted by superscript, are 𝜃[0], 𝜃[1], 𝜃[2]. 

They are defined as following: 

 

𝜃[0] = {

𝑤11
[0] 𝑤21

[0]

𝑤12
[0] 𝑤22

[0]

𝑤13
[0] 𝑤23

[0]

,

𝑏11
[0] 𝑏21

[0]

𝑏12
[0] 𝑏22

[0]

𝑏13
[0] 𝑏23

[0]

} (2-32) 

 

𝜃[1] = {

𝑤11
[1] 𝑤21

[1] 𝑤31
[1]

𝑤12
[1] 𝑤22

[1] 𝑤32
[1]

𝑤13
[1] 𝑤23

[1] 𝑤33
[1]

,

𝑏11
[1] 𝑏21

[1] 𝑏31
[1]

𝑏12
[1] 𝑏22

[1] 𝑏32
[1]

𝑏13
[1] 𝑏23

[1] 𝑏33
[1]

} (2-33) 
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𝜃[2] = {

𝑤1
[2]

𝑤2
[2]

𝑤3
[2]

, 𝑏[2]} (2-34) 

 

Again, the subscripts attribute the weight to firstly the current layer neuron and secondly the 

previous layer neuron. This means that, for example, 𝑤12
[0]

 is the weight of the area between input 

layer and first hidden layer, which connects the first neuron of the first hidden layer with the 

second neuron of the input layer. Each neuron of the current layer is connected to each neuron of 

the previously layer. Each connection is accompanied with its own weight and bias. In this exam-

ple the neuron count can be written down as 2x3x3x1, that is 2 input neurons, 3 hidden layer one 

neurons, 3 hidden layer two neurons, 1 output neuron. Therefore there is 6 weights and 6 biases 

for the first model parameters, 𝜃[0], 9 weights and 9 biases for the second model parameters, 𝜃[1]. 

For the last model parameters, 𝜃[2], there are 3 weights, and the number of biases is reduced to 1 

bias instead of 3 biases. This is because there is no activation function applied to the linear neuron 

terms, therefore the potential 3 biases can be summarized to 1 bias. The subscripts for the last 

model parameter also do not include the denotation for the output layer since there is only 1 output 

in this example. 

First, according to the general equations above, beginning (2-20) for the forward propagation, 

the model equations are expressed as the following: 

 

𝑎𝑖
[0]

= 𝑥𝑖, 𝑖 = 1,2 (2-35) 

𝑧𝑖
[1]

=∑𝑎𝑗
[0] ∗ 𝑤𝑖𝑗

[0] + 𝑏𝑖𝑗
[0]

2

𝑗=1

, 𝑖 = 1,2,3; ⁡𝑗 = 1,2 (2-36) 

𝑎𝑖
[1]

= 𝑔 (𝑧𝑖
[1]) , 𝑖 = 1,2,3 (2-37) 

𝑧𝑖
[2]

=∑𝑎𝑗
[1] ∗ 𝑤𝑖𝑗

[1] + 𝑏𝑖𝑗
[1]

3

𝑗=1

, 𝑖 = 1,2,3; ⁡𝑗 = 1,2,3 (2-38) 

𝑎𝑖
[2]

= 𝑔 (𝑧𝑖
[2]) , 𝑖 = 1,2,3 (2-39) 
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𝑧[3] =∑𝑎𝑗
[2]

∗ 𝑤𝑗
[2]

+ 𝑏[2]
3

𝑗=1

, 𝑗 = 1,2,3 (2-40) 

𝑎[3] = 𝑧[3] = �̂� (2-41) 

𝐿 = ⁡
1

2𝑁
∑(�̂� − 𝑦)2

𝑛

, 𝑛 = 1,2, … ,𝑁 
(2-42) 

 

Then it follows for backpropagation, that the partial derivatives are defined according to equa-

tion beginning (2-23): 

 

𝛿𝐿

𝛿�̂�
=
1

𝑁
(�̂� − 𝑦) (2-43) 

𝛿�̂�

𝛿𝑎𝑗
[2]

=
𝛿𝑎[3]

𝛿𝑎𝑗
[2]

=
𝛿𝑧[3]

𝛿𝑎𝑗
[2]

= 𝑤𝑗
[2], 𝑗 = 1,2,3⁡ 

(2-44) 

𝛿𝑎𝑖
[2]

𝛿𝑧𝑖
[2]

= 𝑔′ (𝑧𝑖
[2]) , 𝑖 = 1,2,3 (2-45) 

𝛿𝑧𝑖
[2]

𝛿𝑎𝑗
[1]

=∑𝑤𝑖𝑗
[1]

3

𝑗=1

, 𝑖 = 1,2,3; 𝑗 = 1,2,3 (2-46) 

𝛿𝑎𝑖
[1]

𝛿𝑧𝑖
[1]

= 𝑔′ (𝑧𝑖
[1]
) , 𝑖 = 1,2,3 (2-47) 

 

These expressions can then be used to formulate the partial derivative of any model parameter 

𝛩. The final derivative term again varies depending on which model parameter, weight or bias, is 

referred to with the partial derivative. The following is an example for the first 6 weights con-

necting the input layer with the first hidden layer. For 𝑤𝑖𝑗
[0]

  the general equation is: 
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𝛿𝐿

𝛿𝑤𝑖𝑗
[0]

=
𝛿𝐿

𝛿�̂�

𝛿�̂�

𝛿𝑎[2]
𝛿𝑎[2]

𝛿𝑧[2]
𝛿𝑧[2]

𝛿𝑎[1]
𝛿𝑎[1]

𝛿𝑧[1]
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𝛿𝑤𝑖𝑗
[0]

= 𝑃𝑎𝑡ℎ1 + 𝑃𝑎𝑡ℎ2 + 𝑃𝑎𝑡ℎ3 (2-48) 

With 𝑃𝑎𝑡ℎ1, 𝑃𝑎𝑡ℎ2, 𝑃𝑎𝑡ℎ3 defined as: 

 

 

𝑃𝑎𝑡ℎ1 =
1

𝑁
(�̂� − 𝑦) 

∗ 𝑤1
[2]

∗ 𝑔′ (𝑧1
[2]
) ∗ (𝑤11

[1]
∗ 𝑔′ (𝑧1

[1]
) ∗

𝛿𝑧[1]

𝛿𝑤𝑖𝑗
[0]

 

+𝑤12
[1] ∗ 𝑔′ (𝑧2

[1]) ∗
𝛿𝑧[1]

𝛿𝑤𝑖𝑗
[0]

 

+𝑤13
[1] ∗ 𝑔′ (𝑧3

[1]) ∗
𝛿𝑧[1]

𝛿𝑤𝑖𝑗
[0]
) 

(2-49) 

 

 

𝑃𝑎𝑡ℎ2 =
1

𝑁
(�̂� − 𝑦) 

∗ ⁡𝑤2
[2]

∗ 𝑔′ (𝑧2
[2]
) ∗ (𝑤21

[1]
∗ 𝑔′ (𝑧1

[1]
) ∗

𝛿𝑧[1]

𝛿𝑤𝑖𝑗
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+𝑤22
[1]

∗ 𝑔′ (𝑧2
[1]
) ∗

𝛿𝑧[1]

𝛿𝑤𝑖𝑗
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[1]
) ∗
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(2-50) 

 

𝑃𝑎𝑡ℎ3 =
1

𝑁
(�̂� − 𝑦) 

∗ 𝑤3
[2] ∗ 𝑔′ (𝑧3

[2]) ∗ (𝑤31
[1] ∗ 𝑔′ (𝑧1
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𝛿𝑧[1]

𝛿𝑤𝑖𝑗
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+𝑤32
[1] ∗ 𝑔′ (𝑧2

[1]) ∗
𝛿𝑧[1]

𝛿𝑤𝑖𝑗
[0]

 

+𝑤33
[1] ∗ 𝑔′ (𝑧3

[1]) ∗
𝛿𝑧[1]

𝛿𝑤𝑖𝑗
[0]
) 

 

(2-51) 

With the final term 
𝛿𝑧[1]

𝛿𝑤𝑖𝑗
[0], the partial derivative of the linear neuron output of layer 1 with 

respect to the weights of layer 0, defined as one of the two inputs, depending on the connection: 



Literature Review 31 

 

𝛿𝑧[1]

𝛿𝑤𝑖𝑗
[0]

= 𝑥𝑗 

 

(2-52) 

 

Visually, for 𝑤11
[0]

, the equation according to 𝑃𝑎𝑡ℎ1 + 𝑃𝑎𝑡ℎ2 + 𝑃𝑎𝑡ℎ3 can be seen in Figure 

2-16, in green, red, blue respectively. For each partial derivative with respect to the chosen model 

parameter, the chain rule follows the structure of the neural network along the designed architec-

ture. As per the rules of derivation, a summation of each derivative path occurs during computa-

tion. 

 

Through these equations, the neural network backpropagates to calculate all partial deriva-

tives of the model with respect to the model parameters. These values are then used in the next 

step of the training algorithm, where a parameter update rule is defined to adjust the model pa-

rameters. 

 In the following, different types of training algorithms will be discussed. The algorithms are 

all based on the gradient descent method and are ordered chronologically to their discovery/crea-

tion. Other algorithms will not be discussed as derivative-free algorithms are very task specific 

Figure 2-16: All 3 Paths for only 𝒘𝟏𝟏
[𝟎]

 shown with each distinct color (figure by author) 
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and do not make use of automatic differentiation, therefore being generally outperformed. Since 

this work will make use of minibatch stochastic gradient descent with momentum, other types of 

training algorithms will only be briefly shown, while the focus will be on the former and its pre-

decessors. 

Gradient Descent 

The gradient descent algorithm calculates the direction for steepest decline of the model’s 

loss function with respect to the model’s parameters. Depending on the size of the neural network 

this can result in a gradient of great dimensions. The gradient is then used together with its hy-

perparameters like the learning rate assigned to the algorithm and the model’s weights to update 

the current model parameters. The gradient descent algorithm is very suitable for convex optimi-

zation problems of a model loss function, where it is guaranteed to converge to the global mini-

mum. In non-convex cases, the optimization is guaranteed to fall onto a local minimum. Other 

potential issues for converging towards a solution are saddle points, vanishing gradients and ex-

ploding gradients. As previously discussed, there is active research focused on tackling these is-

sues, although there are already certain solutions available, like regularization or use of specific 

activation functions such as the rectified linear unit. 

Batch Gradient Descent 

Batch gradient descent is the most basic version of gradient descent, that introduces the defi-

nition of the training samples used to train a model as a batch. In this method the batch consists 

of our whole training dataset. During each training loop, called epoch, the batch is used for train-

ing. This means that the optimization calculations average over the batch, in this case all training 

samples. This leads to a redundancy, as for large datasets the optimization process is recalculating 

gradients for similar data samples before it updates the parameters. Depending on the size of the 

dataset this can be very time consuming. Furthermore, memory storage issues can arise depending 

on the datatype as well. Since many deep learning neural networks use great datasets, this method 

has fallen out of favor. The batch gradient descent is simply defined as: 

 

𝜃𝑡+1 = 𝜃𝑡 − 𝜆 ∗ 𝐺𝑟𝑎𝑑𝜃(𝐿) (2-53) 

 

With 𝐺𝑟𝑎𝑑𝜃(𝐿) being the gradients 
𝛿𝐿

𝛿𝜃
 of the model’s loss function 𝐿 and 𝜆 the learn rate of 

the neural network. 𝜃𝑡+1 is the updated model parameter of sequence/iteration 𝑡 + 1. 

Stochastic Gradient Descent 

The stochastic gradient descent algorithm operates just like the batch gradient descent algo-

rithm. The improvement lies in the difference of the parameter update. For this method, the pa-

rameter adjustment is calculated and done for each individual training data pair of input/output. 

Since this method does one update at a time, it performs the adjustment more frequently than 

batch gradient descent, however with greater variance. It doesn’t have the redundancy problem 

of batch gradient descent. Furthermore its greater variance, allows the optimization of the loss 
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function to fluctuate out of potential local minima, while also increasing the difficulty of conver-

gence to a precise minimum. To remedy this issue, the learn rate hyperparameter is usually slowly 

reduced to decrease the overshooting of the minimum. With (𝑥𝑖, 𝑦𝑖) denoting the current training 

data sample of the training iteration, the stochastic gradient descent is expressed as: 

 

𝜃𝑡+1 = 𝜃𝑡 − 𝜆 ∗ 𝐺𝑟𝑎𝑑𝜃(𝐿(𝑥𝑖 , 𝑦𝑖)) (2-54) 

 

Minibatch Stochastic Gradient Descent 

Minibatch stochastic gradient descent is a combination of the basic batch gradient descent 

and the stochastic gradient descent algorithms. For the calculation of parameter updates, the train-

ing data is shuffled and split into multiple equally sized pieces, called minibatches. The calcula-

tions and parameter adjustments are done for each minibatch instead. An iteration covers one 

minibatch and does one parameter update. Once all minibatches have been iterated through, one 

epoch has passed. Usually, the minibatches are shuffled after an epoch. This leads to a lower 

variance than in stochastic gradient descent, but it is still a faster and less redundant procedure 

than gradient descent. This method has been extended with an additional hyperparameter called 

momentum. The momentum is an added variable to help support the minibatch stochastic gradient 

descent algorithm to converge to a minimum. The hyperparameter momentum is used to adjust 

the model parameter update value. Mathematically, it adds a fraction of the parameter update 

vector of the previous minibatch update to the current one. This accelerates the optimization gra-

dient in relevant directions in the loss function space and reduces fluctuation of the gradient. 

Minibatch stochastic gradient descent is defined as: 

 

𝜃𝑡+1 = 𝜃𝑡 − 𝜆 ∗ 𝐺𝑟𝑎𝑑𝜃(∑𝐿(𝑥𝑖, 𝑦𝑖)) (2-55) 

 

Considering the momentum 𝜂, the expression changes to: 

 

𝜃𝑡+1 = 𝜃𝑡 − 𝜈𝑡 ⁡ 

𝜃𝑡+1 = 𝜃𝑡 − (𝜂 ∗ 𝜈𝑡−1 ⁡+ ⁡𝜆 ∗ 𝐺𝑟𝑎𝑑𝜃 (∑𝐿(𝑥𝑖 , 𝑦𝑖))) 

 

(2-56) 

 

With the subscript 𝑡 denoting the current iteration of the training. The variable 𝜈𝑡 refers to the 

update vector adjusting the model parameter. 
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Nesterov Accelerated Gradient (NAG) 

The Nesterov accelerated gradient method is an adjustment to the minibatch stochastic gradi-

ent descent method with momentum. By using an approximation of the location where the gradi-

ent would move the parameters to by using the momentum term, the model can adjust “ahead”. 

The method then calculates the actual gradient not with respect to the parameters but to the ap-

proximated future parameters, 𝐺𝑟𝑎𝑑𝜃−𝜂∗𝜈𝑡−1. This prevents the gradient from overshooting and 

increases the performance of neural networks through higher responsiveness to the data [91]. The 

equation then are defined as: 

 

𝜃𝑡+1 = 𝜃𝑡 − 𝜈𝑡 ⁡ 

𝜃𝑡+1 = 𝜃𝑡 − (𝜂 ∗ 𝜈𝑡−1 ⁡+ ⁡𝜆 ∗ 𝐺𝑟𝑎𝑑𝜃−𝜂∗𝜈𝑡−1 (∑𝐿(𝑥𝑖, 𝑦𝑖))) 
(2-57) 

 

Adagrad 

The Adagrad method can adjust the learning rate used for the optimization of the model pa-

rameters depending on the frequency of features inside the dataset. If the current minibatch con-

tains features that occur less frequently the model updates parameters with a greater learning rate 

compared to a minibatch containing features that occur more frequently. This makes the Adagrad 

method well suited for sparse data but generally improves the training. However, its learning rate 

vanishes with long training time as it collects all previously calculated gradients to adjust each 

individual learning rate in its denominator. The final equation is defined as: 

 

𝜃𝑡+1 = 𝜃𝑡 − 𝜈𝑡 ⁡ 

𝜃𝑡+1 = 𝜃𝑡 − (
𝜆

√𝑑𝑖𝑎𝑔(𝐺𝑡) + 𝜀
)⊙ 𝑔𝑡 

(2-58) 

 

The variable 𝜀 is a smoothing term to prevent dividing by zero. 𝐺𝑡 is a matrix where the 

diagonal contains the sum of the squared past gradients with respect to 𝜃 up to iteration 𝑡, 𝑔𝑡 is a 

vector containing the past gradients with respect to 𝜃 up to iteration 𝑡. The equation performs an 

element-wise matrix-vector product ′ ⊙ ′. While the general equation uses the whole matrix 𝐺𝑡, 

a simplified version only applies the diagonal elements of 𝐺𝑡, where each diagonal element of 𝐺𝑡 

refers to the sum of the squared gradients with respect to 𝜃 of the respective model parameter 𝜃. 

In this simplified equation we simply have an element wise vector product, also called Hadamard 

product, between the elements of 
𝜆

√𝑑𝑖𝑎𝑔(𝐺𝑡)+𝜀
 and the elements of 𝑔𝑡. 

Adadelta 

The Adadelta method is an adjustment to the Adagrad method to eliminate the vanishing learn 

rate. This is done by restricting the number of gradients accumulated in the denominator to a 

defined amount. The sum of gradients is instead defined as a decaying average of all previous 

squared gradients. Its final equation is defined as: 
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𝜃𝑡+1 = 𝜃𝑡 + 𝜈𝑡 ⁡ 

𝜈𝑡 = −(
𝑅𝑀𝑆(𝜈𝑡−1⁡)

𝑅𝑀𝑆(𝑔𝑡)
) ∗ 𝑔𝑡 

(2-59) 

 

With 𝑅𝑀𝑆 being the root mean-square and 𝑔𝑡 a vector containing all past gradients with re-

spect to 𝜃 up to iteration 𝑡. 

Adam 

The adaptive moment estimation method also adjusts learning rates for each individual pa-

rameter. It does so by storing the exponentially decaying average of past squared gradients and 

past gradients. The Adam method has been shown to work well and compared to other methods 

[92]. The Adam update equation is defined as: 

 

𝜃𝑡+1 = 𝜃𝑡 − (
𝜆

√𝑣𝑡 + 𝜀
) ∗ �̂�𝑡 ⁡ (2-60) 

 

With �̂�𝑡 being the bias-corrected first moment estimate: 

 

�̂�𝑡 =
𝑚𝑡

1 − 𝛽1
⁡ (2-61) 

 

And the decaying average of past gradients 𝑚𝑡: 

 

𝑚𝑡 = 𝛽1 ∗ 𝑚𝑡−1 + (1 − 𝛽1) ∗ 𝑔𝑡 (2-62) 

 

Where 𝛽1 is the first decay rate and 𝑔𝑡 is the past gradients with respect to 𝜃. Analog for the 

bias corrected second moment estimate 𝑣𝑡: 

 

𝑣𝑡 =
𝑣𝑡

1 − 𝛽2
 (2-63) 

And the decaying average of past gradient 𝑣𝑡: 
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𝑣𝑡 = 𝛽2 ∗ 𝑣𝑡−1 + (1 − 𝛽2) ∗ 𝑔𝑡
2 (2-64) 

 

Where 𝛽2 is the first decay rate and 𝑔𝑡
2 is the squared past gradient with respect to 𝜃. There 

is of course many more types of training algorithms used for neural networks such as AdaMax 

[92], Nadam [93]. There is also new methods being researched like AdamW [24], QUAdam [94], 

AggMo [95]. 

2.3.9 Data Preprocessing 

When training a neural network an important part of the process is the data used. The dataset 

contains information that the model is supposed to learn. Therefore, the more data there is the 

better. However, if our data does not include many examples of certain features, the model will 

not be able to learn those features well enough. Furthermore, the data must include the underlying 

pattern the model is supposed to approximate. The data itself is split into three parts of training, 

validation, and testing data. However, usually data is only split into training and testing. The 

training data is used to train the model using the algorithm chosen for the neural network. The 

training data should include a wide array of examples expressing the information the model 

should learn. The validation data is used to adjust hyperparameters in between training, as they 

are not adjustable by the training algorithms. These hyperparameters are hand engineered to im-

prove the training. The testing data is used in the final step of the training. While the model has 

been trained on the training data it is not supposed to have seen the testing data once. The testing 

data allows a blind test on the trained model. By evaluating how our trained model performs on 

data expressing the same information as the training data, but having never integrated this data 

into its optimization, it is possible to grade the trained neural network. The ratio of the data split 

into training and testing is predefined like other hyperparameters. Usually, the training data is the 

biggest data set to cover a wide range of information [53]. 

Even more important is the preparation of the data for training. While some papers suggest 

that there is no need to pre-process the dataset used for training [96][97], generally datasets are 

prepared by cleaning up strong outliers and non-processable data like values of 0. Furthermore, 

normalization and standardization are important to for example hinder exploding gradients which 

lead to a model not converging [53][70]. With training data of input 𝑥𝑖 and output 𝑦𝑖 for 𝑁 sam-

ples, for standardization, the mean 𝜇, standard deviation 𝜎, and the final processed data 𝑥𝑠, 𝑦𝑠, are 

as follows to basic standardization formula: 

The mean 𝜇𝑥 of training data 𝑥 and the mean 𝜇𝑦 of training data 𝑦 are expressed as the sum 

of all samples 𝑥𝑖, 𝑦𝑖 divided by the sample size 𝑁: 

𝜇𝑥 =
∑𝑥𝑖
𝑁

 (2-65) 
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𝜇𝑦 =
∑𝑦𝑖
𝑁

 (2-66) 

The standard deviation of training data x and y, 𝜎𝑥 and 𝜎𝑦 are expressed as the square root of 

the sum of squared difference of each sample 𝑥𝑖, 𝑦𝑖 to its mean 𝜇𝑥 , 𝜇𝑦 divided by 𝑁 − 1: 

 

𝜎𝑥 = √
∑(𝑥𝑖 − 𝜇𝑥)

2

𝑁 − 1
 (2-67) 

 

𝜎𝑦 = √
∑(𝑦𝑖 − 𝜇𝑦)

2

𝑁 − 1
 (2-68) 

 

And lastly it then follows for the standardized training data 𝑥𝑖𝑠 and 𝑦𝑖𝑠, where the mean 𝜇𝑥 , 𝜇𝑦 

is subtracted from each sample 𝑥𝑖, 𝑦𝑖 and then divided by the standard deviation 𝜎𝑥 , 𝜎𝑦: 

𝑥𝑖𝑠 =
𝑥𝑖 − 𝜇𝑥
𝜎𝑥

 (2-69) 

𝑦𝑖𝑠 =
𝑦𝑖 − 𝜇𝑦

𝜎𝑦
 

(2-70) 

2.4 Neural Network Enhancements 

The enhancement of neural networks seeks to improve current structures of models, by ex-

tending or adding new parts to the model or replacing them completely. There are various types 

of enhancement for various types of neural networks. This can often include the combination of 

two neural networks, like for the first image recognition neural networks where a convolutional 

neural network is coupled with a recurrent neural network allowing therefore splitting the main 

task of image recognition into smaller tasks. In this case the convolutional neural network extracts 

the features from the data array, that is, the image, and the recurrent neural network transforms 

this information into something useable like a sentence describing the image. In this process the 

convolutional neural network would be the encoder and the recurrent neural network the decoder. 

Other enhancements may adjust or replace subparts of a neural network like its layers, neurons, 

activation function or loss function. Certain enhancements are specific to certain use cases, where 
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the enhanced neural network does perform better for its inherent task but is not applicable to other 

tasks [98][99]. 

In general, neural network enhancements allow for increasing speed and accuracy during 

training, reduced processing power necessary, increased information extraction or noise reduction 

of the given dataset, etc. The multiple training algorithms that have been developed can be con-

sidered such enhancements. The introduction of minibatches, decay of learn rate and others are 

enhancement methods that are applicable to any neural network based on gradient descent opti-

mization. Similarly residual networks which apply skips to the backpropagation during the opti-

mization to mend issues like vanishing gradients, can be applied to a multitude of neural networks, 

even though it is mainly used for image classification. There are many more enhancements for 

general use like Gated Recurrent Units [100], Long Short-Term Memory [65], Dropout [101], 

Batch Normalization[16], Ensemble Learning [102] and many more that improve certain capabil-

ities of neural networks. The following sections will briefly cover physics informed neural net-

works and its gradient enhanced variation. There are also Sobolev trained neural networks and 

finite-element-informed neural networks, which all operate in a similar manner of loss function 

expansion[47][103]. 

2.4.1 Physics Informed Neural Network (PINN) 

A physics informed neural network, called PINN, is an enhanced regression neural network 

model that incorporates partial differential equations (PDE) governing the dataset that the model 

is supposed to approximate. A simplistic sketch of a PINN can be seen in Figure 2-17, which 

shows the PINN being an expansion of the basic neural network design. In addition to the basic 

loss function of a neural network, like the mean squared error, the loss is extended in a PINN by 

the partial differential equations: 

 

𝐿𝑃𝐼𝑁𝑁 = 𝐿𝑇𝑜𝑡𝑎𝑙 = 𝐿𝑀 + 𝐿𝐹 + 𝐿𝐶 (2-71) 

 

Where the total loss 𝐿𝑇𝑜𝑡𝑎𝑙 is the sum of the basic neural network model loss 𝐿𝑀, the loss of 

the residual of the partial differential equation 𝐿𝐹 and the loss of the boundary and initial con-

straints 𝐿𝐶. By formulating a residual of this PDE, where the output of the neural network is a 

parameter inside of the equation, the model is being constrained by the PDE. In addition to the 

PDE, initial and boundary constraints can be added as additional loss expressions of residuals. 

Doing so allows a PINN to outperform its basic neural network counterpart in multiple ways. 
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Figure 2-17: A Simple structure of a PINN. The PDEs are simply an extension to the basic neural 

network model, specifically the loss function. Denoted are the model output �̂� and the true output 𝒖 

and the PDE residual 𝑹(∙) (figure by author) 

 

For one, a PINN is more accurate with the same dataset. Additionally, the PINN is able to 

approximate faster, potentially being able to achieve the same results with less data as the basic 

neural network with more data. They offer a great improvement when trying to analyze engineer-

ing problems of thermodynamics, structural integrity, etc. As these problems are always governed 

by PDEs, introducing them to the neural network that approximates solutions for those problems 

improves them. PINNs face the issue of these governing PDEs, and the initial and boundary con-

ditions being formulated and integrated into the neural network. Depending on the complexity of 

the problem and its solution, including the equations governing them into the loss function can be 

quite a difficult task[46]. 

2.4.2 Gradient-Enhanced Physics Informed Neural Network (gPINN) 

The gradient enhanced physics informed neural network, gPINN, is an enhancement of the 

PINN, see Figure 2-18. Similar to the PINN, the gPINN incorporates partial differential equations 

in the neural network optimization of its loss. In addition to the basic partial differential equations 

governing the physics of system, the gPINN also makes use of the derivatives of those partial 

differential equations and incorporates them in the loss in the form of residuals as well: 

 

𝐿𝑇𝑜𝑡𝑎𝑙 = 𝐿𝑃𝐼𝑁𝑁 + 𝐿𝐺 (2-72) 

 

Where 𝐿𝐺 is the loss of the residual of the gradient of the original partial differential equation 

that governs the physics of the observed system. By including a constraint on the model’s output 
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through incorporation of the derivative of the partial differential equations which govern the phys-

ical system of the data the model is supposed to approximate, the neural network performs gen-

erally better.  

 

Figure 2-18: The gPINN is an expanded PINN structure. The additional loss of the gradient of the 

PDE is now added to the total loss (figure by author) 

 

The gPINN is faster and more efficient than the base PINN, which is already an improvement 

to base neural networks. However just as it is the case with PINNs, gPINNs face issues when it 

comes to formulating the partial differential equations. On top of this, the derivatives of the partial 

differential equations need to be formulated as well. In the case of complex systems with great 

dimensionality, this can be a very difficult task [48]. 

2.5 Finite Element Method, Sensitivity Analysis and 
Uncertainty Quantification 

2.5.1 Finite Element Method 

The finite element method is a numerical method employed to approximate models of differ-

ent fields of engineering. In this method, the system to be analyzed is divided into multiple smaller 

and simpler parts. These parts are called finite elements. These are usually triangles or quadran-

gles for 2D systems and tetrahedra or hexahedra in the case of 3D systems. Because of their simple 

design it is possible to numerically solve the weak form of equilibrium equation governing the 

physics of a problem through use of shape functions. The weak form of equilibrium in structural 

mechanics is generally defined as: 

 

𝑅(𝑢; 𝑣) = ∫𝑃𝐾(𝑢): 𝐺𝑟𝑎𝑑𝑣⁡𝑑𝑉 − ∫𝑏0 ∗ 𝑣⁡𝑑𝑉 − ∫𝑡0 ∗ 𝑣⁡𝑑𝐴 = 0 (2-73) 
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Where 𝑃𝐾 is the Piola-Kirchoff stress tensor. Depending on the use case, other stress tensors 

can be used. The vectors 𝑏0 and 𝑡0 are the body and traction forces. The displacement field is 

denoted as 𝑢 and the test function as 𝑣. In this equation the forces of internal and external nature 

should equalize, turning the residual to zero. Through use of various test functions 𝑣, the finite 

element model can find a solution for the displacement field 𝑢. The purpose of the weak form, 

compared to the strong form, is to simplify the equilibrium equation for easier approximation 

through the finite element model. For a more detailed explanation see the referenced paper [51]. 

The process of dividing a system into finite elements happens through use of a defined dis-

cretization in space of the object to be analyzed. This yields a mesh of the object made up of all 

the finite elements with multiple equations and boundary conditions for each finite element. These 

equations are then combined to create a general set of equations, the finite element model, which 

approximates a solution of the original object through numerical methods.  The finite element 

method is a widely used tool. The method allows for the approximation of many systems by 

simplification into finite elements. Since numerical methods of equation solving are fast, the finite 

element method allows for quick and precise solution finding. They can solve linear and nonlinear 

problems, as well as time dependent problems. The difficulties of a finite element model are var-

ious. For one the generation of a mesh through discretization can prove difficult. Depending on 

the complexity of the original object, finding a mesh that accurately represents it while minimiz-

ing the number of finite elements is a balancing task. The more finite elements there are, the more 

nodal points exist and need to be considered in the calculations, leading to longer processing time. 

Another issue is numerical instability of numerical methods [104][49]. 

2.5.2 Sensitivity Analysis 

Sensitivity analysis concerns itself with methods to discern the rate of change of mathematical 

models given variations of their governing parameters. In other words, the goal of such analysis 

is to understand how changes in certain values like input values affect the output of a model. In a 

wide range of engineering problems understanding the root of the difference in a model’s output 

compared to the desired output can help fine tune a model. In this regard, sensitivity analysis is 

most useful to quantify the effect of aleatoric or epistemic uncertainty. Sensitivity analysis is also 

used as part of uncertainty quantification [105]. This can be applied onto a finite element model. 

To analyze the response sensitivity of such a model, it is possible to determine the change of the 

residual under certain parameter changes. The following equation defines multiple properties: 

 

𝛿𝑅 = 𝛿𝑢𝑅 + 𝛿𝑠𝑅 + 𝛿ℎ𝑛𝑅 = 0 

= 𝑘(𝑣, 𝛿𝑢) + 𝑝(𝑣, 𝛿𝑠) + ℎ(𝑣, 𝛿ℎ𝑛) 
(2-74) 

 

Where the slight variations of the weak form of the equilibrium are summarized as variations 

through changes in displacement 𝑘(𝑣, 𝛿𝑢), design parameters 𝑝(𝑣, 𝛿𝑠) and deformation history 

ℎ(𝑣, 𝛿ℎ_𝑛) respectively. For a more detailed explanation on the response sensitivity calculation, 

see the referenced source [51]. 
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2.5.3 Uncertainty Quantification 

Uncertainty quantification is the analysis of uncertainty in data, systems, and models. In any 

real-world event or model prediction there is a degree of uncertainty because of unknown param-

eters, bias, etc. These are divided into aleatoric and epistemic uncertainty, although a combination 

of both is usually the case. Aleatoric uncertainty describes the inherent randomness of any given 

system that is being approximated. Random variations such as process fluctuations or errors in 

measurements are some examples of aleatoric uncertainty. Epistemic uncertainty covers uncer-

tainty of unknown nature. Any information not available to the model which approximates a sys-

tem is epistemic. In contrast to aleatoric uncertainty, epistemic uncertainty can be reduced through 

better datasets, better models, etc. Uncertainty quantification tries to understand the likelihood of 

certain events to occur under these uncertainties and therefore quantify them. To quantify uncer-

tainty there needs to be a considerable amount of data to extract the necessary information. This 

information is synthesized into probability distributions, that characterize the unknown parame-

ters of a certain model. Then, it is necessary to propagate this uncertainty through the model, to 

determine the uncertainty associated with the response of a given model. This step is usually 

known as “forward uncertainty propagation”. One of the mainly used methods for this forward 

uncertainty propagation is the Monte Carlo simulation. The Monte Carlo method is a technique 

to create many random numerical results of a system through repeated simulation for different 

realizations of the uncertain parameters of a model. The general pattern of the Monte Carlo sim-

ulation is to define a domain of potential inputs via its probability distribution and generate out-

puts. This propagation of the uncertainty is done through a deterministic method like a finite 

element model, see . The Monte Carlo method is considered very time consuming, especially with 

large, complex systems and technically its results are only approximations. When trying to quan-

tify such systems, acquiring the necessary data for this through Monte Carlo can turn into a bot-

tleneck [106]. Other techniques are the Latin Hypercube Sampling, which is a form of Monte 

Carlo Simulation, and Polynomial Chaos Expansion [107]. The produced output samples allow 

us to analyze them statistically with various methods. For example, to calculate the mean 𝜇 of the 

response of a model, the equation follows as: 

 

𝜇 = 𝐸{𝑟} ≈
∑ 𝑟𝑖
𝑁
𝑖=1

𝑁
 (2-75) 
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With 𝐸{𝑟} being the expectation of the response 𝑟 and 𝑁 being the number of samples. The 

variance 𝑉𝑎𝑟{𝑟} of the response 𝑟, or squared standard deviation 𝜎2, is expressed as: 

 

𝑉𝑎𝑟{𝑟} = 𝜎2 = 𝐸{(𝑟 − 𝜇)2} ≈
∑ (𝑟𝑖 − 𝜇)2𝑁
𝑖=1

𝑁 − 1
 (2-76) 

 

Another metric to analyze data is the probability of exceedance, also called probability of 

failure. The probability of exceedance compares various metrics of analyzed data to glean if a 

defined value of failure will be exceeded and with which probability. The probability of exceed-

ance can be observed visually by plotting all generated samples sorted over a probability axis 

from 0⁡𝑡𝑜⁡1 and marking the value of exceedance, for example the mean of the generated data 

together with its variance, and then noting the intersection. The probability of exceedance can be 

calculated through integration as well. This can be done analytically, numerically, or through 

other methods like a cumulative distribution function [108][109]. Formally, the probability of a 

model’s response 𝑟 exceeding a predefined threshold 𝑏 is defined as: 

 

𝑃{𝑟 ≥ 𝑏} = ∫ 𝐼(𝑟(𝜃) ≥ 𝑏)𝑓Θ(𝜃)𝑑𝜃
𝜃∈Θ

≈
1

𝑁
∑𝐼(𝑟(𝜃(𝑗)) ≥ 𝑏)

𝑁

𝑗=1

 (2-77) 

 

Figure 2-19: Propagation of uncertainty through a deterministic method. The input parameter x 

defines the response y through the probability distributions 𝒇(𝒙𝒊).The deterministic method is cre-

ating samples of response to generate probability distributions 𝒇(𝒚𝒊) (figure by author) 
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Where 𝜃 denotes the uncertain input parameters of a model, which belong to a set Θ and 

whose uncertainty is characterized by the joint probability distribution 𝑓Θ(𝜃) and 𝐼() is an indi-

cator function whose value is equal to 1 in case that the expression contained in parentheses is 

true and zero, otherwise. Additionally, 𝜃(𝑗), 𝑗 = 1, … , 𝑁 denoted 𝑁 independent, identically dis-

tributed samples of  𝜃 distributed according to 𝑓Θ(𝜃). 



Methodology 45 

3 Methodology 

During this chapter the general question of how and why concerning gradient data and its 

incorporation in neural networks is addressed. In the following sections, the theory and method-

ology behind the gradient enhanced neural network are discussed. A brief overview of how to 

take advantage of gradient data during the training of a neural network is discussed considering 

two different variations, including advantages and disadvantages of the two mentioned variations. 

The final used variation in this work will be elaborated and current state of the art is explored. In 

addition expansion on this current state of the art is discussed as further motivation and reason of 

this work.  

3.1 Research goal 

The goal of this work is to take advantage of additional gradient information of a given dataset 

during the training of a neural network and compare its performance with its base neural network 

counterpart. Many neural networks still do not employ the use of gradient information for training. 

For one, computing additional gradient information of a system to be observed can be quite costly 

depending on the method used. Secondly, the difference of scale and magnitude between function 

value and gradient value can lead to numerical issues when training a neural network. There have 

been a handful of papers [111][112] in which the use of gradient information has been exploited 

for better performance of the neural network. In this paper, the research on this topic will be 

expanded, by using a variety of design hyperparameters, that is, varying designs of a neural net-

work referring to its layers, neuron count and others. The observations are done using data gen-

erated by a finite element model using sensitivity analysis, instead of simple academic function 

evaluations. In cases where gradient information is readily available, applying it to the training of 

a neural network should lead to performance improvement. Through specific numerical methods, 

gradient information can be obtained for certain cases. Sensitivity analysis, previously discussed 

in section 2.5.2, computes this gradient information at a relatively efficient numerical cost, thus 

opening a potential avenue to train neural networks by taking advantage of this available gradient 

information. The gradient information will be applied during training of the neural network sim-

ilar to Sobolev-Training [111], whereby the neural networks output and its derivative with respect 

to input are optimized via an expanded loss function. In this work specifically, the data used for 

the training of the neural network is generated by a finite element model for linear and nonlinear 

elasticity through sensitivity analysis, thereby applying the neural networks observed in this work 

to linear and nonlinear mechanics. Any PDEs governing the system will not be used for training, 

making any performance strictly data based. The neural networks are also compared to the finite 

element model for accuracy and processing time, to gauge if replacing the finite element model 

with the gradient enhanced neural network is viable. This goal is particularly relevant for uncer-

tainty quantification, where uncertainty needs to be propagated and replacing the finite element 

model with a gradient enhanced neural network could potentially solve issues such as long pro-

cessing times. These comparisons are applied to different designs of neural networks. Through a 
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variation of predefined hyperparameters, like training data size, layer number, neuron number, 

etc., results will be compared. Lastly, the issue of weighting the different losses will be explored. 

As the loss function will be expanded with additional addends and these addends contain different 

information, function and gradients respectively, each of these loss addends have varying im-

portance for the optimization of the neural network during training. Therefore, each loss should 

be weighed differently. In a previous paper [112], weights had been applied to the gradient infor-

mation addends in the loss function of a Sobolev-Training model. In short, the weight of the loss 

addends containing the gradient information was linearly increased over the training time or to 

slowly introduce the gradient information to the training. The target in this work will be instead, 

to analyze various methods of solving this weighting problem instead of a simple linear increase 

of weighting, whereby the weighing of the gradient loss will slowly increase from 0 to 1. This 

will be done by adjusting the redefined loss function of the gradient enhanced neural network, 

whereby a weight factor will be added to the respective loss terms in the model loss function and 

varied through various methods. First, fixed weights will be observed to understand correlations 

of weighing to performance of the models. Secondly, dynamic weighing will be experimented 

with, whereby the gradient loss weight will be linearly decreased from 1 to 0 and another variation 

whereby the weight of the output loss will be linearly increased from 1 to 2. Another last variation 

of dynamic loss weights will consider weights for the model output loss and the gradient loss, 

which are expressed as cumulative distribution functions to bound the weight values. The weights 

will then be trained by the model itself for optimization. 

3.2 Gradient Enhanced Neural Network Model 

When given a dataset containing function values mapped to specific inputs, a neural network 

can approximate the probability relationship between these inputs and outputs. Through express-

ing the approximation error of our model through a loss function and using and optimization 

algorithm to minimize it in relation to the model parameters, the models can obtain accurate out-

put capabilities mirroring the presented data. When given additional information of any system, 

optimization tasks can become easier. However this can also have the opposite effect of turning 

the optimization problem very complex and thus reducing optimization performance. When try-

ing to take advantage of gradient data in neural networks, this needs to be kept in mind. Whatever 

method is applied, needs to reduce complexity, and increase performance. 

There is a variety of ways to include gradient data with respect to the inputs in a neural net-

work. For one, the model could be expanded to include an additional output which would hold 

the gradient information, thereby forcing the model to also approximate the gradient. This would 

be a simple neural network with bigger dimensionality. The second variation is to expand the loss 

function of the model, by including an additional loss addend which holds the gradient infor-

mation, thereby taking advantage of the gradient information during the training process. This 

would differ from the general design of loss functions, where usually only the output residual is 

computed including any regularization addend. In the following, both variations will be analyzed 

to determine which variation is better. 
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3.3 First Variation – Expanding Model Output 

The first variation of expanding a model’s output size is just a simple neural network, whereby 

none of the previously equations change drastically. The only difference is that now there are 

additional loss addends for each additional output. In the case of expanding the outputs of the 

model, thereby increasing the output layer neurons from for example 1 to 2, the model would 

approximate the output values 𝑦1, 𝑦2. In this specific case of function values and gradient data, 

𝑦1 would be the function value and 𝑦2 the gradient value, as can be seen in Figure 3-1. 

 

 

 

 

 

 

 

This is usually called a multi-output neural network, where the vector of model parameters 

𝜃 = {𝑤, 𝑏} would be adjusted to approximate the training data of 𝑦 and 
𝛿𝑦

𝛿𝑥
.  The loss 𝐿 would then 

be a simple addend expansion of the basic neural network loss defined in (2-23) , now expressed 

as: 

 

Figure 3-1: Previous example of a neural network expanded to have 2 outputs (figure by author) 
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𝐿 =
1

2𝑁
∑(�̂�1 − 𝑦1)

2

𝑛

+
1

2𝑁
∑(�̂�2 − 𝑦2)

2

𝑛

 
(3-1) 

 

As will be seen later, when the partial derivatives of the used gradient enhanced model are 

explored in this section, this gradient computed through automatic differentiation for this loss 

function is different. With applying the chain rule to this loss, its gradient would be expressed as: 

 

𝛿𝐿

𝛿𝜃[𝑝]
=

𝛿𝐿

𝛿�̂�1

𝛿�̂�1

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝑎[𝐿−1]
𝛿𝑎[𝐿−1]

𝛿𝑧[𝐿−1]
∗ …∗

𝛿𝑎[𝑝+1]

𝛿𝑧[𝑝+1]
𝛿𝑧[𝑝+1]

𝛿𝜃[𝑝]
 

+
𝛿𝐿

𝛿�̂�2

𝛿�̂�2

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝑎[𝐿−1]
𝛿𝑎[𝐿−1]

𝛿𝑧[𝐿−1]
∗ …∗

𝛿𝑎[𝑝+1]

𝛿𝑧[𝑝+1]
𝛿𝑧[𝑝+1]

𝛿𝜃[𝑝]
 

(3-2) 

 

⁡, 𝑤𝑖𝑡ℎ⁡𝑙 = {𝑝,… , 𝐿} 

 

With 𝑝 denoting the layer of the parameter 𝜃 with respect to which the derivative is computed. 

Here the exact same dependencies can be observed for both partial derivative terms.  

In MATLAB, neural networks are designed by the following general expressions: 

 

𝛿�̂�𝑖

𝛿𝑎[𝐿]
= 1 (3-3) 

 

𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
= 1 (3-4) 

 

The only difference therefore between the two loss derivatives 
𝛿𝐿

𝛿�̂�1

𝛿�̂�1

𝛿𝜃[𝑝]
 and 

𝛿𝐿

𝛿�̂�2

𝛿�̂�2

𝛿𝜃[𝑝]
 would 

be the terms 
𝛿𝐿

𝛿�̂�1

𝛿�̂�1

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝑎[𝐿−1]
 and 

𝛿𝐿

𝛿�̂�2

𝛿�̂�2

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝑎[𝐿−1]
, expressed as: 

 

𝛿𝐿

𝛿�̂�1

𝛿�̂�1

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝑎[𝐿−1]
= (

1

𝑁
∑�̂�1 − 𝑦1
𝑛

⁡) ∗ 𝑤1𝑗
[𝐿]

 (3-5) 
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𝛿𝐿

𝛿�̂�2

𝛿�̂�2

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝑎[𝐿−1]
= (

1

𝑁
∑�̂�2 − 𝑦2
𝑛

) ∗ 𝑤2𝑗
[𝐿]

 (3-6) 

 

In the case of 𝑝 = (𝐿 − 1), the expressions change to: 

 

𝛿𝐿

𝛿�̂�1

𝛿�̂�1

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝜃[𝑝]
= (

1

𝑁
∑�̂�1 − 𝑦1
𝑛

⁡) ∗ 𝑎𝑗
[𝑝]

 (3-7) 

 

𝛿𝐿

𝛿�̂�2

𝛿�̂�2

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝜃[𝑝]
= (

1

𝑁
∑�̂�2 − 𝑦2
𝑛

) ∗ 𝑎𝑗
[𝑝]

 (3-8) 

 

 

 

 

Figure 3-2: Red marked lines are newly introduced connections in the neural network (figure by 

author) 
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As can be seen visually in Figure 3-2, when the previous neural network is expanded to now 

have 2 outputs, there is new connections added only between the last hidden layer and the output 

layer. These connections do not affect the first output 𝑦1. Therefore the only difference of the two 

loss terms of this model’s loss function expressed in (3-5), (3-6), (3-7), (3-8) only derive from 

this area. With 𝑤1𝑗
[𝐿]
, 𝑤2𝑗

[𝐿]
  being the weights used for the weighted sum of the linear output of the 

last hidden layer and 𝑎𝑗
[𝑝]

 being the non-linear output of the neuron 𝑗 of layer 𝑝. Therefore, the 

only difference of influence on the gradient descent method and therefore the update rule for the 

model parameters besides the error term, like the one in (2-55) or (2-56), would derive from the 

variation of the last layer weights 𝑤1𝑗
[𝐿]
, 𝑤2𝑗

[𝐿]
. This means the addition of a second output which 

would be the gradient data 
𝛿𝑦

𝛿𝑥
 in this case, would add the additional weights 𝑤2𝑗

[𝐿]
 to the optimiza-

tion as well as the additional bias 𝑏2
[𝐿]

, separate from the model parameters used to determine the 

first output value which is the value 𝑦1. These weights and bias would not affect our first output 

at all, therefore being an additional computation with no gain in performance concerning the ap-

proximation of 𝑦1. An additional output therefore means more computation for approximating the 

wrong output 𝑦2. 

Since neural network neurons in a simple feed-forward regression model are interconnected 

layer to layer unidirectionally and chronologically, this model architecture would have the rest of 

the model parameters be shared between the two outputs, see Figure 3-1. While a function and its 

derivative are connected mathematically, approximating both as two separate outputs means ap-

proximating two different functions. While a model is most certainly capable of approximating 

both values, this is unlikely to increase the performance of the model and rather decrease the 

processing performance concerning the desired approximation of data 𝑦, as was said previously. 

The shared model parameters will generalize between the functions of 𝑦 and its derivative 
𝛿𝑦

𝛿𝑥
, 

instead of optimizing the model parameters solely for data 𝑦. Furthermore, since the model pa-

rameters are now used to approximate 2 outputs instead of just 1 output, according to the discussed 

universal approximation theorem in section 2.1.2, the model would have to be expanded in di-

mensions, underlining the decrease in performance. 

3.4 Second Variation – Loss addend 

Instead of adding a second output to approximate the derivative data 
𝛿𝑦

𝛿𝑥
, the model could 

simply compute its own derivative with respect to its own input and add an additional loss term 

to the loss function. This would also not expand the output layer of the model and therefore the 

model does not compute anything new on top of previous computation of the basic neural network 

without gradient enhancement. This has various advantages. For one, because of automatic dif-

ferentiation, see section 2.3.8, most partial derivatives used to calculate the gradient of the defined 

loss function are also used when calculating the partial derivatives of the model output with re-

spect to its inputs. Even if certain partial derivatives are not retained originally, when they are 

retained, then the processing time is not affected too much by additional calculations, as they are 

still fundamentally part of the automatic differentiation process and thereby still calculated. The 

additional memory needed is therefore negligible. Furthermore, the model does not split its model 
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parameters to approximate 2 different function values like in the multi-output model. Instead it 

adjusts its own mathematical derivative with respect to the inputs, all the while approximating the 

desired output 𝑦. The model’s partial derivatives 
𝛿�̂�

𝛿𝑥
 of its output �̂� with respect to its inputs do 

not introduce new model parameters like the multi output neural network variation does in the 

last layer of the neural network. Rather and only does it give the model additional information to 

adjust its preexisting model parameters to better approximate the data 𝑦. This is similar to regu-

larization addends of the loss function, like the 𝑙2 regularization, where only preexisting model 

weights are used to regulate weights so as to avoid vanishing and exploding gradients, see section 

2.3.7. Another loss addend method to enhance the optimization process that is quite similar in 

nature is the Lipschitz continuity regularization [110]. The Lipschitz continuity defines the degree 

or range of change of a function’s value with respect to its input parameters. When applying 

Lipschitz continuity as a regularization addend to the loss of a neural network, the optimiza-

tion/training is constrained or rather bounded to a predefined range or value in its gradient with 

respect to the model’s inputs. A general expression of Lipschitz continuity is: 

 

|𝑓(𝑥1) − 𝑓(𝑥2)| ≤ 𝐾|𝑥1 − 𝑥2| (3-9) 

 

Whereby 𝐾 is the predefined Lipschitz constant that defines the rate of change of the function. 

This Lipschitz regularization occurs without gradient data. It simply puts a bound on rate of 

change of the loss function of a neural network. Similarly, but with use of gradient information, 

the Sobolev-trained neural network, or SANN for Sobolev artificial neural network, applies an 

additional loss addend to the loss of a neural network model. Since the data 𝑦 and its derivative 

𝛿𝑦

𝛿𝑥
  are connected mathematically, so should also the model output �̂� and its derivative 

𝛿�̂�

𝛿𝑥
 have 

that same mathematical connection. This enables the gradient enhanced model to not only ap-

proximate on the given data 𝑦, but also on unseen data, as the inherit patterns and structures of 

the data 𝑦 are constrained by its derivative 
𝛿𝑦

𝛿𝑥
 , limiting the possibilities of approximation solu-

tions of data 𝑦 to a great degree. In general, this use of gradient data can be proven through use 

Sobolev spaces, that is, through the adjusted or expanded loss function by exploiting gradient 

information, it is possible to reduce the error of a neural network’s approximation in Sobolev 

spaces [111]. 

Therefore, gradient enhanced neural network models have the same general architecture as 

basic neural network models, when it comes to layers, neurons and other hyperparameters. How-

ever the difference in the gradient enhanced model will be the expansion of its loss function 

through the simple addition of a gradient loss 𝐿𝑑𝑌 and with it, the few additional computations 

inside the automatic differentiation to acquire the partial derivatives with respect to the inputs and 

their retention for further computations. The equations governing the gradient enhanced model 

are elaborated in the next section. 
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3.4.1 Neural Network Model Generation 

The MATLAB program code used for the neural network models is illustrated in Figure 3-3, 

which details the general flow and processing of information through a flow chart. Going step by 

step through the flow chart in Figure 3-3, first, the generated data is split into training and valida-

tion data after being standardized according to the equations in section 2.3.9. An important issue 

with using a gradient enhanced neural network relates to the standardization of the data. The 

magnitude or scale difference between the datasets of output 𝑦 and its derivative 
𝛿𝑦

𝛿𝑥
 have direct 

effects on the performance of the training of the neural network. When training a neural network 

model it is common knowledge in machine learning to normalize/standardize the training data for 

various reasons. Generally, it improves convergence as it reduces scale differences between sam-

ples, thereby also increasing gradient stability. 

 

  

 

This can also improve the weight regularization implemented in the loss function, as adjusting 

the scale of data samples allows the weight penalty to be applied uniformly. Especially when 

using derivative data to enhance a neural network, it needs to be preprocessed, because of the 

potential large scale difference between function value and derivatives. Additionally, to standard-

ize the derivative data, simply using the same equation procedure as for the input data 𝑥 and the 

output data 𝑦 is not possible. Doing so destroys and changes the gradient information contained 

in the data. When using the standard deviation 𝜎𝛿𝑦

𝛿𝑥

 and the mean 𝜇𝛿𝑦
𝛿𝑥

 of the derivative data to 

calculate the standardized derivative data (
𝛿𝑦

𝛿𝑥
)𝑠, the following equation, similar to (2-69) (2-70), 

would follow: 

 

Figure 3-3: Information Flow Chart of the MATLAB Program Code (figure by author) 
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(
𝛿𝑦

𝛿𝑥
)𝑠 =

𝛿𝑦
𝛿𝑥

− 𝜇𝛿𝑦
𝛿𝑥

𝜎𝛿𝑦
𝛿𝑥

 (3-10) 

 

Here, the calculated value of this equation has lost the information that relates the derivative 

𝛿𝑦

𝛿𝑥
 to the output 𝑦. To illustrate this, using an example like a simple quadratic function of 𝑓(𝑥) =

𝑦 = 𝑥2, one has the following values for the given 𝑥: 

 

𝑥 = {−1,0,1},  𝑦 = {1,0,1} and  
𝛿𝑦

𝛿𝑥
= {−2,0,2} 

 

By applying basic normalization to each data set, the values change to: 

 

𝑥𝑛 = {0,0.5,1}, 𝑦𝑛 = {1,0,1} and  (
𝛿𝑦

𝛿𝑥
)𝑛 = {0,0.5,1} 

 

As can be observed, the normalized derivative data (
𝛿𝑦

𝛿𝑥
)𝑛 has lost certain gradient infor-

mation, like the correct position of the global minima. It no longer has the correct gradients, and 

this means it does not contain the derivative of the normalized output 𝑦𝑛. When training a gradient 

enhanced neural network with gradient data normalized according to (3-10) the training is not 

able to correctly converge to a solution and leads to numerous numerical instabilities. The nor-

malized derivative data must contain the gradient information of the derivative of 𝑦𝑛 with respect 

to 𝑥𝑛 instead. Thus, the correctly standardized derivative data 
𝑑𝑦𝑖𝑠

𝑑𝑥𝑖𝑠
 is calculated according to the 

following written equations. Previously, in equations (2-69) and (2-70), the following equations 

for the standardized input 𝑥𝑖𝑠 and output 𝑦𝑖𝑠 were given: 

 

𝑥𝑖𝑠 =
𝑥𝑖 − 𝜇𝑥
𝜎𝑥

 (3-11) 

 

𝑦𝑖𝑠 =
𝑦𝑖 − 𝜇𝑦

𝜎𝑦
 

(3-12) 

 

With 
𝑑𝑦𝑖𝑠

𝑑𝑥𝑖𝑠
 being the derivative of the standardized output 𝑑𝑦𝑖𝑠 with respect to the standardized 

input 𝑑𝑥𝑖𝑠, the value of 
𝑑𝑦𝑖𝑠

𝑑𝑥𝑖𝑠
 will still contain the gradient information while simultaneously ad-

justing the derivative data to the standardized input 𝑥𝑖𝑠 and output 𝑦𝑖𝑠 data, thereby standardizing 

it as well.  
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First, an expression for 𝑑𝑥𝑖𝑠 is formulated by differentiating (3-11), which is the general de-

rivative of the standardized input 𝑥𝑖𝑠: 

 

𝑑𝑥𝑖𝑠 =
𝑑𝑥𝑖
𝜎𝑥

 

 

(3-13) 

Similarly, differentiating (3-12), it follows: 

 

𝑑𝑦𝑖𝑠 =
𝑑𝑦𝑖
𝜎𝑦

 

 

(3-14) 

 

 

By combing these two and adjusting for 
𝑑𝑦𝑖𝑠

𝑑𝑥𝑖𝑠
, the final expression changes to: 

 

𝑑𝑦𝑖𝑠
𝑑𝑥𝑖𝑠

=

𝑑𝑦𝑖
𝑑𝑥𝑖
𝜎𝑥
𝜎𝑦

 

 

(3-15) 

 

And finally the correct standardized derivative data 
𝑑𝑦𝑖𝑠

𝑑𝑥𝑖𝑠
 is: 

 

 

𝑑𝑦𝑖𝑠
𝑑𝑥𝑖𝑠

=
𝜎𝑥
𝜎𝑦

∗
𝑑𝑦𝑖
𝑑𝑥𝑖

 

 

(3-16) 

 

Without this correct preprocessing, the neural network will not accurately converge or not 

converge at all. Not using this equation leads to the case where the optimization algorithm tries 

to minimize the loss of the output and its derivative with respect to its input, the loss of the deriv-

ative will not apply to the same data as the loss of the output, meaning the two loss terms will 

define two completely different functions which the neural network model then tries to approxi-

mate, which is not possible. To expand on the previous example, going back to the simple quad-

ratic function, the correctly normalized data now is: 

 

𝑥𝑛 = {0,0.5,1}, 𝑦𝑛 = {1,0,1} and  
𝑑𝑦𝑛

𝑑𝑥𝑛
= {−4,0,4} 

 

As can be observed, the correctly normalized derivative data contains the global minimum at 

(0.5,0). The derivative has also increased in scale, which is correct since the normalized output 
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𝑦𝑛 has been compressed into the smaller range of the normalized input 𝑥𝑛. Still, after standardiz-

ing the output and the derivative data, a difference in scale between them remains. To determine 

if the remaining scale difference is an issue, a model variation with the loss weights is introduced 

and analyzed with a variation of fixed values, as mentioned previously in this section. 

Returning to the flow chart in Figure 3-3, once the training data has been preprocessed, it is 

split into minibatches of a predefined size. Then the neural network model is initialized with 

predefined options for all its hyperparameters. After this, the training loop is initiated, whereby 

according to the predefined options, through automatic differentiation, a unique loss function is 

used after forward and backward propagation, to calculate all gradients. The gradients are then 

parsed into the update rule of the stochastic gradient descent momentum algorithm and the model 

parameters are updated. This is repeated for each iteration until an epoch has passed. After each 

iteration 𝑡, the program updates the new learning rate 𝜆𝑡 inside the update rule with the decay rate 

𝑐, a predefined hyperparameter, according to the time-based decay: 

 

 

𝜆𝑡+1 =
𝜆𝑡

(1 + 𝑐 ∗ 𝑡)
 

 

(3-17) 

 

Afterwards, the order of the minibatches is shuffled and the process repeats until the training 

is stopped or has reached the maximum epochs. During each iteration, metrics, such as loss and 

relative 𝑙2 error, are computed and stored. All results are stored to then be used in various calcu-

lations to provide metrics for the analysis of the results. This time-based decay of the learning 

rate will be replaced with a more streamlined learning rate update rule. More on this in section 4. 

3.4.2 Loss Function 

The regression gradient enhanced neural network approximates an output according to the 

training data through use of an optimization algorithm like gradient descent. A neural network 

does this through adjusting its model parameters 𝜃 = {𝑤, 𝑏} iteratively. These parameters are 

used in its nested non-linear neuron output functions to calculate the output for each layer to then 

predict the final output �̂�. Through defining an objective function, that is, the loss function for the 

optimization algorithm to optimize, the neural network model is capable of converging towards 

an optimal solution. The solution is only an approximation, and the optimization algorithm only 

adapts itself according to the residual of its output �̂� to the true output 𝑦. By adding another 

additional loss in the form of the gradient of 𝑦, the optimization algorithm has more information 

during the training process. The gradient 
𝛿�̂�

𝛿𝑥
 of the model output �̂� with respect to the model input 

𝑥, adds new information to the optimization problem and thereby removes a certain amount of 

previously possible solutions of model parameter variations and combinations that worked for the 

basic neural network. With this new information, these variations and combinations of model 

parameters can no longer reduce the total loss of our model, as they now must consider a constel-

lation of model parameters that reduces the gradient loss. This allows the optimization to converge 

easier along the space of the loss function. Because the gradient 
𝛿𝑦

𝛿𝑥
 defines rate and direction of 
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how the function value 𝑦 moves through its function space, it limits the model function obtained 

through training to a certain shape more in line with the to be approximated function . The total 

loss 𝐿 of the gradient enhanced neural network is defined as: 

 

𝐿 = 𝐿𝑌 + 𝐿𝑑𝑌 + 𝐿𝑅 (3-18) 

 

With the basic neural network loss 𝐿𝑌 being the error of our model output �̂� to the true output 

𝑦: 

 

𝐿𝑌 =⁡
1

2𝑁
∑(�̂� − 𝑦)2

𝑛

 
(3-19) 

 

And the gradient loss 𝐿𝑑𝑌, which is the error of the gradient 
𝛿�̂�

𝛿𝑥
 of our model output �̂� with 

respect to the input 𝑥, to the true gradient 
𝛿𝑦

𝛿𝑥
 of the true output 𝑦 with respect to the input 𝑥: 

 

𝐿𝑑𝑌 =⁡
1

2𝑁
∑(

𝛿�̂�

𝛿𝑥
−
𝛿𝑦

𝛿𝑥
)2

𝑛

 
(3-20) 

 

With the sum over 𝑛 = [1,… ,𝑁] training data samples of the predefined minibatch. Whereby 

depending on the number of inputs, 
𝛿�̂�

𝛿𝑥
 and 

𝛿𝑦

𝛿𝑥
 are vectors of size 𝑁𝑥𝐼. In this case each residual 

for each individual partial derivative is computed and squared before being summed up together. 

In the case of multiple model outputs and model inputs these two equations can be expressed as: 

𝐿𝑌 =⁡
1

2𝑁
[∑(�̂�1 − 𝑦1)

2

𝑛

+∑(�̂�2 − 𝑦2)
2

𝑛

+⋯+∑(�̂�𝑜 − 𝑦𝑜)
2

𝑛

] (3-21) 
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𝐿𝑑𝑌 =⁡
1

2𝑁
[(∑(

𝛿�̂�1
𝛿𝑥1

−
𝛿𝑦1
𝛿𝑥1

)2

𝑛

+∑(
𝛿�̂�2
𝛿𝑥1

−
𝛿𝑦2
𝛿𝑥1

)2

𝑛

+⋯+∑(
𝛿�̂�𝑜
𝛿𝑥1

−
𝛿𝑦𝑜
𝛿𝑥1

)2

𝑛

)

+ (∑(
𝛿�̂�1
𝛿𝑥2

−
𝛿𝑦1
𝛿𝑥2

)2

𝑛

+∑(
𝛿�̂�2
𝛿𝑥2

−
𝛿𝑦2
𝛿𝑥2

)2

𝑛

+⋯

+∑(
𝛿�̂�𝑜
𝛿𝑥2

−
𝛿𝑦𝑜
𝛿𝑥2

)2

𝑛

) +⋯

+ (∑(
𝛿�̂�1
𝛿𝑥𝑖

−
𝛿𝑦1
𝛿𝑥𝑖

)2

𝑛

+∑(
𝛿�̂�2
𝛿𝑥𝑖

−
𝛿𝑦2
𝛿𝑥𝑖

)2

𝑛

+⋯

+∑(
𝛿�̂�𝑜
𝛿𝑥𝑖

−
𝛿𝑦𝑜
𝛿𝑥𝑖

)2

𝑛

)] 

(3-22) 

 

 

With 𝑖 denoting the number of inputs and 𝑜 denoting the number of outputs. These equations 

are used with standardized data. Reasons for preprocessing of training data are discussed in sec-

tion 2.3.9. The loss of weight regularization 𝐿𝑅, which is a 𝑙2 regularization of all weights 𝑤𝑖
[𝑙]

 of 

the model parameters 𝜃: 

 

𝐿𝑅 =⁡
1

2𝑁
∑∑𝑤𝑖

[𝑙]2

𝑖𝑙

 
(3-23) 

 

Whereby the weights 𝑤𝑖
[𝑙]

 denote the model parameter weights used for each linear part for 

each layer 𝑙. They are the weights of each of the model’s neurons 𝑖, used in the weighted sum 

calculation as defined in section 2.3.2. All these weights are squared and summed together for the 

𝑙2 regularization to apply a weight penalty.  

The partial derivative of the output with respect to the input parameters 
𝛿�̂�

𝛿𝑥
 is calculated by 

automatic differentiation. Per the chain rule, it is expressed as: 

 

𝛿�̂�

𝛿𝑥
=

𝛿�̂�

𝛿𝑎[𝐿]
𝛿𝑎[𝐿]

𝛿𝑧[𝐿]
𝛿𝑧[𝐿]

𝛿𝑎[𝐿−1]
𝛿𝑎[𝐿−1]

𝛿𝑧[𝐿−1]
∗ …∗

𝛿𝑎[1]

𝛿𝑧[1]
𝛿𝑧[1]

𝛿𝑎[0]
⁡ , 𝑤𝑖𝑡ℎ⁡𝑙 = {0,… , 𝐿} (3-24) 

 

All partial derivatives, except the last, follow the same expressions as shown in section 2.3.8 

starting from equation (2-26) onwards. For the last partial derivative 
𝛿𝑧[1]

𝛿𝑎[0]
 it follows from this 

previous section: 
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𝛿𝑧[1]

𝛿𝑎[0]
=⁡𝑤[0] (3-25) 

 

To extend with this on the previous simple regression neural network example with 2 hidden 

layers with 3 neurons each, detailed in section 2.3.8, the following is obtained: 

 

𝛿�̂�

𝛿𝑥
=

𝛿�̂�

𝛿𝑎[2]
𝛿𝑎[2]

𝛿𝑧[2]
𝛿𝑧[2]

𝛿𝑎[1]
𝛿𝑎[1]

𝛿𝑧[1]
𝛿𝑧[1]

𝛿𝑥
 

= 𝑤1
[2]

∗ 𝑔′ (𝑧1
[2]
) ∗ (𝑤11

[1]
∗ 𝑔′ (𝑧1

[1]
) ∗

𝛿𝑧[1]

𝛿𝑥𝑖
 

+𝑤12
[1] ∗ 𝑔′ (𝑧2

[1]) ∗
𝛿𝑧[1]

𝛿𝑥𝑖
 

+𝑤13
[1]

∗ 𝑔′ (𝑧3
[1]
) ∗

𝛿𝑧[1]

𝛿𝑥𝑖
) 

+𝑤2
[2] ∗ 𝑔′ (𝑧2

[2]) ∗ (𝑤21
[1] ∗ 𝑔′ (𝑧1

[1]) ∗
𝛿𝑧[1]

𝛿𝑥𝑖
 

+𝑤22
[1] ∗ 𝑔′ (𝑧2

[1]) ∗
𝛿𝑧[1]

𝛿𝑥𝑖
 

+𝑤23
[1]

∗ 𝑔′ (𝑧3
[1]
)) ∗

𝛿𝑧[1]

𝛿𝑥𝑖
) 

+𝑤3
[2] ∗ 𝑔′ (𝑧3

[2]) ∗ (𝑤31
[1] ∗ 𝑔′ (𝑧1

[1]) ∗
𝛿𝑧[1]

𝛿𝑥𝑖
 

+𝑤32
[1] ∗ 𝑔′ (𝑧2

[1]) ∗
𝛿𝑧[1]

𝛿𝑥𝑖
 

+𝑤33
[1] ∗ 𝑔′ (𝑧3

[1])) ∗
𝛿𝑧[1]

𝛿𝑥𝑖
) 

 

 

(3-26) 

With the final part of each term defined as one of the two inputs, depending on the connection: 

 

𝛿𝑧[1]

𝛿𝑥𝑖
=
𝛿𝑧[1]

𝛿𝑎[0]
= 𝑤𝑖𝑗

[0]
 (3-27) 

For 𝑤11
[0]

, one of the first 6 weights connecting the first neuron of the input layer with the first 

neuron of the first hidden layer, (3-26) shows the chain rule path for computation. The path is the 

exact same in this case. The difference now is that the model outputs gradient with respect to its 

inputs is differentiated with respect to the model parameter as well. Then, making use of the 



Methodology 59 

previously defined expression of 
𝛿�̂�

𝛿𝑥
, one concludes the following simplified expression for 

𝛿�̂�

𝛿𝑥

𝛿𝑤11
[0] , 

the partial derivative with respect to 𝑤11
[0]

: 

 

 

𝛿�̂�
𝛿𝑥

𝛿𝑤11
[0]

= 𝑤1
[2]

∗ 𝑔′ (𝑧1
[2]
) ∗ 𝑤11

[1]
∗ 𝑔′ (𝑧1

[1]
) 

+𝑤2
[2]

∗ 𝑔′ (𝑧2
[2]
) ∗ 𝑤21

[1]
∗ 𝑔′ (𝑧1

[1]
) 

+𝑤3
[2]

∗ 𝑔′ (𝑧3
[2]
) ∗ 𝑤31

[1]
∗ 𝑔′ (𝑧1

[1]
) 

(3-28) 

 

A simpler derivation explanation is by observing (3-26). Any term in which the final part is 

defined as 
𝛿𝑧[1]

𝛿𝑥𝑖
= 𝑤11

[0]
, is simply dropped, thereby concluding to (3-28). For the connection be-

tween the first and second hidden layer, the partial derivative with respect to the weight 𝑤11
[1]

 is 

computed and it is expressed as: 

 

𝛿�̂�
𝛿𝑥

𝛿𝑤11
[1]

= 𝑤1
[2] ∗ 𝑔′ (𝑧1

[2]) ∗ 𝑔′ (𝑧1
[1]) ∗

𝛿𝑧[1]

𝛿𝑥𝑖
 

𝑤𝑖𝑡ℎ⁡
𝛿𝑧[1]

𝛿𝑥1
= 𝑤11

[0]
⁡⁡𝑂𝑅⁡⁡

𝛿𝑧[1]

𝛿𝑥2
= 𝑤21

[0]
 

(3-29) 

 

Simply put, observing (3-26), any term which does not include 𝛿𝑤11
[1]

 is simply dropped. And 

the partial derivative with respect to the weight 𝑤1
[2]

, which is between the final hidden layer and 

the output layer, is expressed as: 

 

𝛿�̂�
𝛿𝑥

𝛿𝑤1
[2]

= 𝑔′ (𝑧1
[2]) ∗ 𝑤11

[1] ∗ 𝑔′ (𝑧1
[1]) ∗

𝛿𝑧[1]

𝛿𝑥𝑖
 

𝑤𝑖𝑡ℎ⁡
𝛿𝑧[1]

𝛿𝑥1
= 𝑤11

[0]⁡⁡𝑂𝑅⁡⁡
𝛿𝑧[1]

𝛿𝑥2
= 𝑤21

[0] 

(3-30) 

 

Again, simply put, observing (3-26), any term which does not include 𝛿𝑤1
[2]

 is simply 

dropped. These exemplary partial derivatives with respect to model parameters 𝜃 show the inter-

connected nature of using the partial derivative 
𝛿�̂�

𝛿𝑥
 of the model output �̂� with respect to the inputs, 

just like with the partial derivatives of the model output �̂� with respect to model parameters 𝜃. It 

shows precisely why there is no additional computation occurring when previously computed 

partial derivatives are traced and retained. Each of the terms in the equations above are already 

part of the computations for a non-gradient enhanced neural network. For the partial derivative 
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𝛿�̂�

𝛿𝑥
, the expressions also do not include any non-linear neuron outputs 𝑎𝑖

[𝑙]
, making them com-

pletely linear and simple in design. This lends itself to the basic idea behind neural networks, 

where its calculations are simple mathematical functions. In other terms, this means less compu-

tational load when using automatic differentiation. Of course, depending on the chosen activation 

function, this may not be the case, however in this work the ReLU is used. 

3.4.3 Backpropagation per Automatic Differentiation 

When backpropagation occurs, for the gradient of the loss function 
𝛿𝐿

𝛿𝜃
, the first equation is: 

 

𝛿𝐿

𝛿𝜃
=
𝛿𝐿𝑌
𝛿𝜃

+
𝛿𝐿𝑑𝑌
𝛿𝜃

+
𝛿𝐿𝑅
𝛿𝜃

 (3-31) 

 

The gradient 
𝛿𝐿𝑌

𝛿𝜃
 is the same as the gradient for the basic neural network discussed in section 

2.3.8, equation (2-25). Next, the other terms need to be defined. When calculating the gradient of 

the loss function 𝐿𝑑𝑌 with respect to a model parameter 𝜃, one obtains: 

 

𝛿𝐿𝑑𝑌
𝛿𝜃

=
𝛿𝐿𝑑𝑌
𝛿�̂�
𝛿𝑥

𝛿�̂�
𝛿𝑥
𝛿𝜃

 (3-32) 

 

Depending on the number of inputs, the loss 𝐿𝑑𝑌 and therefore its loss gradients 
𝛿𝐿𝑑𝑌

𝛿𝜃
 are 

vectors. Computationally, this only means that each element of this vector is treated as an addi-

tional addend to the loss term, meaning the vector is summed up elementwise. And for the gradi-

ent of the loss 𝐿𝑑𝑌 with respect to the gradient of the output with respect to the input parameters 

𝛿�̂�

𝛿𝑥
, the expression is: 

 

𝛿𝐿𝑑𝑌
𝛿�̂�
𝛿𝑥

=
1

𝑁
∑

𝛿�̂�

𝛿𝑥
−
𝛿𝑦

𝛿𝑥
𝑛

 
(3-33) 

 

This follows the same derivative structure as (2-23). For the regularization term 𝐿𝑅, the fol-

lowing equation follows from differentiating (3-36), for its gradient 
𝛿𝐿𝑅

𝛿𝜃
: 
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𝛿𝐿𝑅
𝛿𝜃

=
𝛼

𝑁
∗ 𝜃 (3-34) 

 

 

3.4.4 Loss Weight Methods 

As mentioned earlier, because of the scale and magnitude difference between function value 

𝑦 and its gradient 
𝛿𝑦

𝛿𝑥
 even after standardization/normalization, weight factors of the loss addends 

are considered. The goal of these loss weights is to improve the weights of each loss to increase 

training convergence performance. 

Since the function value 𝑦 and the gradient data 
𝛿𝑦

𝛿𝑥
 contain different information for the same 

function space, both have differing importance for the optimization of the model through training. 

Furthermore standardization/normalization is not always optimally reducing the scale and mag-

nitude difference between function value and its gradient. This can again, greatly affect the train-

ing process and the accuracy of the neural network model obtained after training. In (3-18) the 

losses 𝐿𝑌 and 𝐿𝑑𝑌 can vary greatly in magnitude, leading to numerical issues or to a certain loss 

to dominate the optimization process. An adjusted ratio of function value loss to gradient loss in 

the total loss function could improve the training process. In one published application, the gra-

dient data is gradually introduced to the training process by adding a weight factor to the gradient 

loss which is then linearly increased over the training period [112]. The aspect of weight factors 

added to each loss addend can still be expanded. For one, instead of only 1 weight factor for the 

gradient loss, 2 weight factors defining the ratio of basic loss and gradient loss could improve 

performance, since depending on the data one or the other could dominate the optimization pro-

cess. Secondly, instead of simple predefined weight factors, including these weight factors of the 

loss addends in the optimization algorithm, treating them like any other model parameter, could 

also improve performance. Third and lastly, the behavior of the optimization performance and the 

accuracy of the final trained model could be heavily dependent on the data and function the model 

is approximating. In the previously mentioned publication, [112], only a linear increase of the 

gradient information weight factor occurs for simple academical functions. This behavior should 

be replicable when applied to linear and non-linear mechanics such as elasticity or behave com-

pletely differently. Further research could reveal previously unknown correlation between perfor-

mance and increase/decreased/adjustment of these loss weights. These are several reasons to im-

prove the optimization process through new and different methods of loss weights. 

First, let us describe the loss weight implementation of this work. When considering the 

weights given to each component of the total loss function of our model, they are also included 

in the regularization term, which regulates all model weights in the model layers. The loss weight 

of the output error is denoted as 𝑤𝑌, and the loss weight of the gradient error is denoted as 𝑤𝑑𝑌. 

The total loss 𝐿 is then expressed as: 
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𝐿 = 𝑤𝑌𝐿𝑌 +𝑤𝑑𝑌𝐿𝑑𝑌 + 𝐿𝑅 (3-35) 

 

And the regularization term 𝐿𝑅, previously discussed in 2.3.7, is now expanded with these 

loss weights and defined as: 

 

𝐿𝑅 =⁡
𝛼

2𝑁
((∑∑𝑤𝑖

[𝑙]2

𝑖𝑙

) + 𝑤𝑌
2 +𝑤𝑑𝑌

2 ) 
(3-36) 

 

With 𝛼 being a predefined regularization factor. 

First, fixed loss weights are applied to the model and the various metrics, like loss and relative 

l2 error, are observed. The first variant will apply a weight 𝑤𝑌 of 0.1 gradient loss 𝐿𝑑𝑌, while the 

output loss 𝐿𝑌 will have a weight 𝑤𝑑𝑌 of 1. The second variant will swap the weight values. The 

goal of this is to observe the correlation of loss weight values to the overall performance of the 

gradient enhanced neural network. By applying a linear set of different loss weights, the results 

should provide a general overview of any correlation. 

Then, two variations with training algorithms updating the loss weights just like all other 

model parameters are updated through stochastic gradient descent, are observed. The first varia-

tion will have no constraints on the loss weights, initializing both 𝑤𝑌 and 𝑤𝑑𝑌 as 1. Only its loss 

will be analyzed. The second variation will use an equation of a normal cumulative distribution 

for the loss weights. The reason for this is to constrain the loss weights into a desired range, in 

this case 0 and 1, thus attributing importance along this range to each loss addend. Since the 

optimization process’s goal is to minimize the loss function, these factors will naturally tend to 

lower values. By limiting them to this range, the goal is to avoid negative values and numerical 

instability. The loss weights are then defined as: 

 

𝑤𝑌 =
1

2
∗ (1 − erf (−

𝑟1

√2
)) 

𝑤𝑖𝑡ℎ⁡ erf (−
𝑟1

√2
) =

2

√𝜋
∫ 𝑒−𝑡

2
𝑑𝑡

−
𝑟1
√2

0

 

(3-37) 

 

And 

 

𝑤𝑑𝑌 =
1

2
∗ (1 − erf (−

𝑟2

√2
)) (3-38) 
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𝑤𝑖𝑡ℎ⁡ erf (−
𝑟2

√2
) =

2

√𝜋
∫ 𝑒−𝑡

2
𝑑𝑡

−
𝑟2
√2

0

⁡ 

 

Where both loss weight parameters 𝑟1 and 𝑟2 are initialized as 0, which results in a value of 1 

through the expressions (3-37) and (3-38) for the final weights attached to each loss term. The 

gradient of the loss with respect to these two parameters is used to update them. The learning rate 

of these loss weights is separate from the model parameters learning rate. This second variation 

will be compared to the fixed weight model and the gradient enhanced model by loss and 𝑙2 error. 
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4 Analysis 

4.1 Overview of Models 

The neural network will be designed in MATLAB through a combination of predefined func-

tions of libraries and self-defined functions. The gradient enhanced neural network models can 

have any number of inputs and outputs. In general, the application of the discussed methods is 

independent of the dimensions of a model and can be applied or extended to any model dimen-

sionality. When using high dimensional models, it should be noted that the design of the model 

would need to be adjusted accordingly [42]. For simplicity, the neural network models used in 

this work are feed-forward regression models with 2 inputs and 1 output. The activation function 

for all neurons will be the ReLU activation function. The gradient enhanced neural network will 

be compared with the basic neural network with 1000 training points, 2 hidden layers and 10 

neurons in each hidden layer. Afterwards, the gradient enhanced neural network will be analyzed 

for 2, 4 and 6 hidden layers, with 10 neurons each and 1000 training points. Then, the fixed loss 

weight models will be compared to the gradient enhanced model with 1000 training points, 2 

hidden layers and 10 neurons in each hidden layer. The training data will be generated by the 

finite element model, the input parameters will be generated randomly in a range of -1 and 1. The 

validation data will cover 1000 data points. Finally, the gradient enhanced neural network will be 

analyzed across increasing training data sizes. The training data will vary to 1000, 500, 100. These 

last models will use 2 hidden layers with 10 neurons each. 

The analysis metrics will consist of the defined loss of the models over the iterations, the 

relative 𝑙2 error over the iterations, execution times for the finite element model, the training of 

the neural network models, the prediction time of the neural network models, a confusion chart 

comparing all three and lastly the probability of exceedance curve of the neural network predic-

tions and the finite element model outputs. The loss and relative 𝑙2 error will allow the comparison 

of approximation performance between models. Processing times will allow the comparison of 

time performance between models. The probability of exceedance curve will be used as an exem-

plary metric for output data assessment, in which the neural network models are compared to the 

finite element model they are based on. The confusion chart will serve as a visualization of areas 

of difference between the finite element model and the neural networks. 

4.1.1 Finite Element Model 

The finite element model computes the response and the response sensitivity information of 

a linear elastic 2D mechanical system and a non-linear elastic 2D mechanical system. The core 

parameters of the finite element model are: 

 

• 𝑥: design parameters 

• 𝑜𝑝𝑡: options 

• 𝑈: structural response (displacement) 

• 𝑑𝑈: response sensitivity 
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• 𝑠𝑣𝑀: von Mises stresses (integration points) 

• 𝑑𝑠𝑣𝑀: von Mises stresses sensitivity 

• 𝐶: compliance 

• 𝑑𝐶: compliance sensitvity 

• 𝑉: volume 

• 𝑑𝑉: volume sensitivity 

Figure 4-1: Sketch of the hook system approximated by the finite element model. The design pa-

rameters 𝒙𝟏, 𝒙𝟐 = [−𝟏, 𝟏] adjust the blue marked nodes along the green axis (figure by author) 

 

The hook system is illustrated in Figure 4-1. The non-linear variation of the finite element 

model can specify the material used for the system. The von Mises stresses are derived from the 

second Piola-Kirchoff stress tensor, which are predefined in the reference configuration. The fi-

nite element model will be used to generate training data for one, the linear case and second, the 

non-linear case for the St. Venant-Kirchoff material in the plane stress state, whereby this plane 

stress state is an approximation in contrast to an exact solution of a plane strain state. 

4.1.2 Model Hyperparameters 

Afterwards, the model applies the minibatch stochastic gradient descent method with momen-

tum to update the model parameters each minibatch iteration. The following options are applied 

to all neural network models: 
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Table 4-1: Hyperparameter initialization values (representation by author) 

Hyperparameter Initialization value 

Minibatch size 250 

𝛼 0.1 

Initial learn rate 0.1 

Momentum 0.9 

Total number of epochs 100 

 

The neural network models are coded in MATLAB. Models which are compared use the same 

training data and validation data to avoid undesired performance difference through randomly 

generated data. A multitude of models for each setup are performed and the average of these 

models is used to remove randomness of results introduced by model parameter initialization and 

the stochastic gradient descent training.  With 100 epochs, a training data size of 1000 samples 

and a minibatch size of 250, there are 4 iterations per epoch. In the case of the comparison of the 

gradient enhanced neural network for different training data sizes the minibatch size and valida-

tion data size are adjusted accordingly, see Table 4-2. 

 

Table 4-2: Hyperparameter adjustment for training data size variation results (representation by 

author) 

Training data size Minibatch size Validation data size 

1000 250 1000 

500 125 500 

100 25 100 

 

 

The learnrate is updated according to Table 4-3. The time-based decay learnrate update rule 

was replaced with this fixed case update rule. The reason for this is that the results showed the 

learnrate decreasing too fast. To make sure the training would create workable results, this fixed 

update rule was introduced. 

 

Table 4-3: Learnrate update table (representation by author) 

Epoch Learnrate 

0 0.1 

50 0.05 

150 0.01 

300 0.005 

 

4.2 Results 

The analysis of the linear and nonlinear models will happen in this section. In the following, 

all the various results are presented. As mentioned previously, a confusion chart between finite 
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element and neural network, as well as between finite element and gradient enhanced neural net-

work have been done. Furthermore there is various tables concerning the processing and training 

times. Since the gradient-enhanced network has a larger loss because of its additional gradient 

loss addends, comparing models by loss is inconclusive, see equation (2-23) and equations start-

ing (3-18). Therefore, the loss metric can be discarded in the analysis, however the graphs will be 

included for completeness and discussed. The most significant graphs follow the relative 𝑙2 error. 

The relative 𝑙2 error is a good metric to compare the neural network models to the finite element 

model. This is done by validation of the prediction of trained models to unseen predictions of the 

finite element model. 

 

 

⁡𝑙2 ⁡=
‖�̂� − 𝑦‖2
‖𝑦‖2

 

 

(4-1) 

 

It is an expression using the 𝑙2-norm. The analysis will also cover an evaluation of the distri-

bution and extremes of the model’s predictions via probability exceedance curves.  

 

4.2.1 Training and Prediction times 

The Table 4-4  shows the time results of all models for the linear elasticity case. For the FEM, 

the validation data size is the generated data of the FEM. The training data size is what the models 

use to train. As can be seen, the processing times for the neural network models after they have 

been trained is immensely smaller than the time it takes the finite element model to compute its 

outputs. It can also be observed that the gradient enhanced neural network is not slower at reach-

ing the final number of training epochs, even though it technically computes more expressions 

than the basic neural network. 

For the linear case it is necessary to mention, that the trained neural network models, basic or 

gradient enhanced, only compute a single output, whereas the finite element model computes 

multiple various outputs as mentioned in section 4.1.1. Therefore the comparison between the 

times of FEM, NN and gNN with each other should be considered biased and unequal. When 

considering training data size, the training time does not seem affected by it. The data size does 

not slow down or speed up the gradient neural networks training. Same can be said about the time 

it takes to predict 1000 validation values.  

Increasing the number of layers positively correlated with training time. This is explained 

because each layer adds additional model parameters. Since a neural network is a big collection 

of nested functions including weighted sums, more layers can quickly lead to exponential increase 

of computation effort, as each individual neuron in the new additional layer provides 2xN new 

model parameters, with N being the number of neurons in the previous layer, and 2xP new model 

parameters, with P being the number of neurons in the next layer. While the training time in-

creased, the time it took to predict 1000 validation data was not affected at all. The same obser-

vation can be made for the change of the number of neurons in each layer. However increasing 

the number of neurons affects the training time stronger than increasing layer size. The times of 
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the table clearly show that once a neural network is trained, it is extremely quick compared to the 

finite element model. The training time of the neural network models however is considerably 

longer. This does not take into consideration however the time it takes to setup and derive a finite 

element model. In the case of neural networks, having the data available, a neural network of 

simple design can immediately be trained. 

Table 4-4: Prediction and Training times for linear elasticity, Time is in seconds (representation by 

author) 

 

Table 4-5: Prediction and Training times for non-linear elasticity, Time is in seconds (representa-

tion by author) 

 

Model Hidden 
Layer Size 

Neurons per 
Hidden 
Layer 

Training 
Data Size 

Validation 
Data Size 

Prediction 
Time 

Training 
Time 

FEM - - - 100 12s - 

 - - - 500 58s - 

 - - - 1000 117s - 

NN 2 10 1000 1000 0.0053s 142s 

gNN 2 10 1000 1000 0.0054s 147s 

 4 10 1000 1000 0.0051s 313s 

 6 10 1000 1000 0.0086s 494s 

 2 20 1000 1000 0.0058s 403s 

 2 30 1000 1000 0.0060s 843s 

 2 10 500 500 0.0054s 140s 

 2 10 100 100 0.0052s 138s 

Model Hidden 
Layer Size 

Neurons per 
Hidden 
Layer 

Training 
Data Size 

Validation 
Data Size 

Prediction 
Time 

Training 
Time 

FEM - - - 100 88s - 

 - - - 500 439s - 

 - - - 1000 881s - 

NN 2 10 1000 1000 0.0069s 141s 

gNN 2 10 1000 1000 0.0066s 145s 

 4 10 1000 1000 0.0072s 304s 

 6 10 1000 1000 0.0071s 490s 

 2 20 1000 1000 0.0062s 404s 

 2 30 1000 1000 0.0063s 841s 

 2 10 500 500 0.0069s 142s 

 2 10 100 100 0.0064s 138s 
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When looking at the nonlinear elasticity case in Table 4-5, we can observe the same behav-

iors. The finite element model takes considerably longer to compute the nonlinear case. Just in-

creasing the training data size tenfold leads to a tenfold increase of computing time for the finite 

element model. Meanwhile, the training time of the neural networks does not seem as affected by 

the nonlinear nature of the data. What this shows is that in the case of complex non-linear systems, 

a neural network can be trained and output results faster, than the finite element model can output 

results. Just like in the linear case, increasing layer size or neuron number results in longer training 

times. This is, again, for the same reasons as mentioned for the linear case. The prediction times 

of the neural network models seems to have increased as well compared to the linear timetable. 

 

4.2.2 Comparisons – Linear Case 

 

Figure 4-2: gNN vs. NN, 𝒍𝟐 error (figure by author) 

Figure 4-3: gNN vs. NN, loss (figure by author) 
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In Figure 4-2 and Figure 4-3 the 𝒍𝟐 error and the loss are plotted over the training iterations. 

It can be observed that the loss of the gradient enhanced neural network is larger than the loss of 

the basic neural network as expected. Concerning the 𝒍𝟐 error, the gNN is outperforming the NN 

by a slight margin. This shows that the gradient enhanced neural network performs better than the 

base neural network. 

 

 

 

In Figure 4-4 and Figure 4-5 the gNN is compared with different number of hidden layers. 

Most notable is the 6 hidden layer model taking more iterations to converge. The early iterations 

it is very unstable. It also shows the highest loss of all three variations. However when observing 

the 𝒍𝟐 error the 6 hidden layer model performs better than the 2 hidden layer model. The best 

performance is achieved by the 4 hidden layer model. More than likely for the linear case and the 

provided training data, 4 hidden layers is closer to the optimal layer design than 2 or 6 hidden 

Figure 4-4: gNN with different number of hidden layers, 𝒍𝟐 error (figure by author) 

Figure 4-5: gNN with different number of hidden layers, loss (figure by author) 
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layers. This shows that an oversized neural network model reduces performance just like an un-

dersized model, refer to the universal approximation theorem [42]. 

 

 

 

When changing the number of neurons per layer, one can observe in Figure 4-6 and Figure 

4-7 that increasing the number of neurons improves the performance of 𝒍𝟐 error. The losses do 

not differ too much.  

 

 

 

 

 

 

 

Figure 4-6: gNN with different number of neurons per hidden layer, 𝒍𝟐 error (figure by author) 

Figure 4-7: gNN with different number of neurons per hidden layer, loss (figure by author) 
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In Figure 4-8 and Figure 4-9 one can observe that the variant with 500 training samples per-

forms the best when it comes to the 𝒍𝟐 error. However since the variants are trained on different 

sized training data, the potential issue arising is that certain training and validation samples are 

not included in one or the other variation. In this case, observing the loss holds more insight in 

the performance of the training. It can be seen that the more training data is provided, the lower 

and better the loss converges, with the 1000 training data size variant having a very small edge 

compared to the 500 training data size variant. 

 

 

 

 

Figure 4-8: gNN with different training data sizes, 𝒍𝟐 error (figure by author) 

Figure 4-9: gNN with different training data sizes, loss (figure by author) 
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As can be observed in Figure 4-10, the gNN is closer to the optimal fit, represented by the 

black diagonal line, than the basic neural network. The basic neural network seems to have accu-

racy trouble especially at the edges of the data range. The gradient information provided in the 

gNN allows a certain degree of extrapolation from the range of given training values, which is 

why the gNN is not showing this same behavior at the edges of the data range. 

 

 

 

 

 

 

Figure 4-10: Confusion chart, FEM vs. gNN in red and FEM vs. NN in blue. The black diagonal 

represents a perfect fit (figure by author) 

Figure 4-11: Exceedance curve, FEM vs. NN. The means of both FEM and NN are drawn in as ver-

tical lines (figure by author) 
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Both Figure 4-11 and Figure 4-12 also confirm this observation. The exceedance curve of the 

gNN is closer to the exceedance curve of the FEM, compared to the exceedance curve of the NN. 

In both cases the mean is nearly equal. 

 

Comparisons – Nonlinear Case 

 

 

 

 

 

 

Figure 4-12: Exceedance curve, FEM vs. gNN. The means of both FEM and gNN are drawn in as 

vertical lines (figure by author) 

Figure 4-13: : gNN vs. NN, 𝒍𝟐 error (figure by author) 
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In the nonlinear case, when comparing the gNN with the NN in Figure 4-13 and Figure 4-14, 

the results show the gNN again outperforming the NN. While the loss of the gNN is again greater 

and more unstable than that of the NN, its 𝑙2 error is considerably lower. Taking advantage of 

gradient information seems more essential in more complex systems. 

 

 

 

Next, variation of hidden layer amount can be seen in Figure 4-15 and Figure 4-16. Again the 

6 hidden layer variant shows great instability and difficulty to converge at the beginning of the 

training. However it does not improve and performs the worst. The 2 hidden layer variant has a 

slight edge to the 4 hidden layer variant when observing the 𝑙2 error. Its loss is lower as well. 

 

 

Figure 4-14: gNN vs. NN, loss (figure by author) 

Figure 4-15: gNN with different number of hidden layers, 𝒍𝟐 error (figure by author) 
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When varying the number of neurons per hidden layer, see Figure 4-16 and Figure 4-17, 20 

neurons per hidden layer perform the best in the case of 𝑙2 error. However all three variants are 

close in their performance. It can be seen that the optimal amount of neurons per hidden layer 

seems to lie around 20 neurons per layer. The loss of variant with 30 neurons per layer seems very 

unstable at the beginning of training.  

 

 

 

 

 

 

 

Figure 4-16: gNN with different number of hidden layers, loss (figure by author) 

Figure 4-17: : gNN with different number of neurons per hidden layer, 𝒍𝟐 error (figure by author) 
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Lastly, results of varying the training data size for then nonlinear case can be seen in Figure 

4-18 and Figure 4-19. Here one can clearly see a positive correlation between performance and 

training data size when observing the loss. Again, since the training data size varies, the validation 

data used to determine the 𝑙2 error may differ, making this metric not as decisive as the other 

model variation results. The loss is therefore a more unbiased indicator of performance. 

 

 

 

 

 

Figure 4-18: gNN with different training data sizes, 𝒍𝟐 error (figure by author) 

Figure 4-19: gNN with different training data sizes, loss (figure by author) 
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The confusion chart in Figure 4-20 shows the gNN having a better fit with the FEM predic-

tions than the NN. The NN again shows greater accuracy errors at the edges, but also close to the 

middle. When observing the exceedance curves in Figure 4-21 and Figure 4-22 the same can be 

seen. The gNN conforms better to the FEM, than the NN does. The mean of the gNN is also closer 

to the mean of the FEM, than the NN mean is. 

 

 

 

 

Figure 4-20: Confusion chart, FEM vs. gNN in red and FEM vs. NN in blue. The black diagonal 

represents a perfect fit (figure by author) 

Figure 4-21: : Exceedance curve, FEM vs. NN. The means of both FEM and NN are drawn in as 

vertical lines (figure by author) 
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4.2.3 Comparison – Weighing of Losses 

In this section, the different variations of weights attached to the losses in the loss function 

will be presented. For the fixed weight variants, the gNN will be presented according to Table 

4-6. 

Table 4-6: Fixed loss weights table (table by author) 

Variant 𝒘𝒀 𝒘𝒅𝒀 

A 1 1 

B 1 0.55 

C 1 0.1 

D 0.55 1 

E 0.1 1 

 

The results of these 5 variants for the linear case can be seen in Figure 4-23 and Figure 4-24. 

Concerning the loss, all variants are rather close to each other. Variant B performs best on loss, 

while variant A, where the weights are not changed at all, performs worst. However when con-

sidering the 𝑙2 error, Variant A again performs worst, and Variant C performs best. Concerning 

the dynamic weight variations, there is the linear increase of the weight attributed to the base loss, 

𝑤𝑌. and the other variation, the linear decrease of the weight attributed to the gradient loss, 𝑤𝑑𝑌. 

Their values can be seen in Table 4-7. The last variation is the cumulative distribution variant, 

from here on refer to with NORM, detailed previously in 3.4.4. 

 

 

 

 

Figure 4-22: Exceedance curve, FEM vs. gNN. The means of both FEM and gNN are drawn in as 

vertical lines (figure by author) 
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Table 4-7: Dynamic Weight Table (table by author) 

 

 

 

 

 

 

 

 

 

Variant 𝒘𝒀 𝒘𝒅𝒀 

LI 1, 1.2, 1.4, 1.6, 1.8, 2 1 

LD 1 1, 0.8, 0.6, 0.4, 0.2, 0 

Figure 4-23: Fixed weight variants of gNN, 𝒍𝟐 error, linear (figure by author) 

Figure 4-24: Fixed weight variants of gNN, loss, linear (figure by author) 
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From Figure 4-25 and Figure 4-26 it can be observed that the no weight change gNN performs 

worst. The LI variant performs best with the NORM and LD variant close behind. The loss also 

shows the better loss converges for LI and NORM variants. However important to note is the very 

low loss of the LD variant. This is because the decrease of the one loss weight automatically 

reduces the total loss, which does necessarily not coincide with optimization performance in-

crease. From these results it can be seen that the weights attached to the losses of the loss function 

can improve performance. 

The same tables Table 4-6 and Table 4-7 are used for the nonlinear case. The results in Figure 

4-27 and Figure 4-28show variant B performing worst and variant A performing best. Variant B 

shows the lowest loss, which has more to do with the smaller weights reducing the total loss value 

and not necessarily coinciding with an increase in performance. But variant E shows highest loss. 

When considering the dynamic weights in Figure 4-29 and Figure 4-30, the LD variants performs 

Figure 4-25: Dynamic weight variants of gNN, 𝒍𝟐 error, linear (figure by author) 

Figure 4-26: Dynamic weight variants of gNN, loss, linear (figure by author) 
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worst in relation to the 𝑙2 error. Meanwhile the basic gNN performs best, close or equal to the LI 

variant. For the loss, the LD variant is lowest, which is mainly because of the decrease of the 

weight and not because of better performance. The other variants are very close to each other 

concerning the loss. These results show a very different behavior than the linear case. Potentially 

there might have been simulations errors for the basic gNN for the linear case, or some simulation 

error during the nonlinear case. The previously mentioned paper, [112], shows improvement of 

results by linear increase of the weight of the gradient loss. This does not coincide with the results 

of the linear case, since the linear decrease of 𝑤𝑑𝑌 and the linear increase of 𝑤𝑌 should have the 

opposite effect of the linear increase of 𝑤𝑑𝑌. Still, the nonlinear results of dynamic weights show 

that the LI and LD variant are not equal. Concerning the NORM variant, in both linear and non-

linear cases it performs relatively close to the best variant. 

 

 

 

Figure 4-27: Fixed weight variants of gNN, 𝒍𝟐 error, nonlinear (figure by author) 

Figure 4-28: Fixed weight variants of gNN, loss, nonlinear (figure by author) 
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4.3 Discussion 

The results show certain clear tendencies, but in other aspects are rather unclear. Starting from 

the top of the results, it has been shown that taking advantage of gradient information during 

training improves the training of a neural network. In both linear and nonlinear cases, the accuracy 

of the gradient enhanced neural network is better and thereby closer to the FEM it approximates, 

reaching error values of <2%, with the best models that were trained going to <0.6% error. This 

is also shown strongly in the exceedance curves and the confusion charts. If the possibility exists 

to obtain gradient information, training a neural network with it, together with the usual function 

values, should always be considered. The training times or prediction times do not seem to be 

Figure 4-29: Dynamic weight variants of gNN, 𝒍𝟐 error, nonlinear (figure by author) 

Figure 4-30: Dynamic weight variants of gNN, loss, nonlinear (figure by author) 
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affected at all by the additional gradient information. This is mainly because through automatic 

differentiation no new computations are done. Any additional computation of the gNN was part 

of the automatic differentiation of the NN to begin with. When adjusting layer size, neuron num-

bers or training data size there were clear correlations. There seems to be an optimal range of 

hyperparameters or design variables of the neural network model, that improve its performance 

substantially. However adjusting these hyperparameters seems to greatly influence training time. 

The only exception was the training data size. Since the minibatch size was adjusted according to 

the training data used, the time it took to train the models was no affected. In general however the 

universal approximation theorem holds true. Since the models in this work are only 2 input 1 

output neural networks, the largest variations observed showed worse performance because of 

overparameterization. When considering the time it took each model to predict the 1000 valida-

tion data compared to the FEM, in both linear and nonlinear cases the neural networks are incred-

ible quick compared to the FEM. This difference of prediction/generation time is especially great 

for the nonlinear case. Extrapolation the time it took the FEM to generate 1000 training samples 

for the nonlinear case, it would take ~9000 seconds, or 2 and a half hours, to generate 10000 

training samples. Meanwhile a neural network could produce these values in under a second. Of 

course the training would not take considerably longer, as adjusting the minibatch size shows that 

it has no effect on the training time. 

Concerning the weighing of the losses, the fixed weight variations showed that loss weights 

can have an impact on the performance of the trained model. However linear and nonlinear case 

showed different results making it rather inconclusive. It is not clear from the obtained results, 

which weight combination is best. Perhaps linear and nonlinear case behave completely differ-

ently concerning the weights of the losses. Similarly, the dynamic weight variants showed the 

same potential impact on the performance of a model. But again, linear and nonlinear case results 

behaved differently. Especially the comparison to the other published work, [112], could not be 

seen in the results exactly. While there was no results for a similar slow linear increase of the 

weight of the gradient loss in this work, the linear decrease was expected to not show any im-

provement as it did in the linear case. 

Related to this is the issue of scale and magnitude difference between function value and 

gradient value. The results show mixed interpretations, when considering the fixed weight results. 

In the linear case, reducing the function value or the gradient value in the loss function improved 

results. In the case of the nonlinear elasticity results, none of the reduced weights performed best. 

This leaves the question whether the scale and magnitude difference is an actual issue for optimi-

zation besides the preprocessing for the case of vanishing or exploding gradients. More notably 

in all results, the decreased or increase value of the loss function through the adjusted weights 

rather influences the size of the gradient of the model, which ultimately adjusts the model param-

eters. 

 



Conclusion 85 

 

 

5 Conclusion 

The main goal of this work was to analyze if gradient enhanced neural networks perform 

better than the basic neural networks. This was to be done by applying the models to linear and 

non-linear systems of elasticity. Additionally, the performance of the gradient enhanced model 

under different loss weighting methods was to be observed. Just as in the case of gPINN and 

SANN, the incorporation of gradient data improves performance. Furthermore, the gradient en-

hanced neural network in this thesis does not include tedious partial derivative expressions but 

relies simply on the provided data and its inherent structure and patterns. Combined with the 

simplistic design of neural networks, adding the gradients with respect to the inputs as a loss 

addend is an obvious choice. The comparison of basic neural network and gradient enhanced 

neural network was done through various metrics applied to the data of the finite element model 

and the data of the neural networks, like the loss and the relative 𝑙2 error. An additional goal was 

to assess the feasibility of gradient enhanced neural networks as surrogate models replacing tedi-

ous numerical models like the finite element model used in this thesis to compute the training 

data. For this training and prediction times were compared. For fields of study like uncertainty 

quantification, a large number of samples need to be computed for its various uncertainty assess-

ment methods. By visualizing exceedance probability curves of neural networks and the finite 

element model together, a comparison could be made to evaluate this feasibility. Lastly, the scale 

difference between training data 𝑦⁡𝑎𝑛𝑑⁡
𝑑𝑦

𝑑𝑥
 was considered as an issue for gradient enhanced neu-

ral networks, which is why weights were applied to each loss term in the loss function. To remedy 

this scale difference standardization was applied. This however still left a considerable scale dif-

ference between both training data 𝑦⁡𝑎𝑛𝑑⁡
𝑑𝑦

𝑑𝑥
. Therefore, weight factors according to described 

weight methods were applied to the losses and the results compared, to gauge the effect of these 

weights on the performance. Since choosing the weight factors could be potentially challenging, 

an additional late goal of this work was weight optimization algorithms akin to the training algo-

rithms of a neural network. The goal was to allow the models to optimize these weight factors to 

see if a simple optimization design would allow a neural network to optimize them on its own. 

The results show that incorporating the gradient data during loss optimization greatly im-

proves performance of a neural network. While the total loss is bigger because of the additional 

gradient losses, the relative 𝑙2 error shows better approximation for the gradient enhanced neural 

network to the finite element model’s output. Because of this, the loss is considerably less valua-

ble as a metric when comparing between basic neural network and gradient enhanced neural net-

work. When looking at the exceedance probability curves, the gradient enhanced neural network 

shows great potential for substituting the finite element model. The gradient enhanced model ad-

heres extensively well to the FEM computations, compared to the basic model. Since this is done 

with previously unseen data for the neural network models, this shows how well the models are 

able to approximate the inherent structure of the computed FEM data. The dimensions used in 

this work for the gradient enhanced neural network are rather small (layer size, neuron number) 

leading to relative 𝑙2 errors well above 10−3. In general, a neural network approximation with a 
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relative 𝑙2 error of smaller than 10−3 can be considered usual. Besides the dimensions, other 

issues arise from hyperparameters. The learn rate schedule used in this work, a time based decay, 

coupled with the decay hyperparameter led to quickly decreasing learning rates the bigger the 

training data was, thereby constraining the potential of the chosen dimensions of models. Which 

is why it was swapped with a more basic case based learn rate update rule. The results also showed 

that for most models, the most optimal state during training was always the last or close to the 

last epoch, meaning if the models had been trained longer, they could have achieved greater ac-

curacy. The  results show the gradient enhanced neural network is already approximating the 

finite element model very well, even with the hyperparameters used in this work. Especially the 

processing times are promising in this regard. If a model is trained once, it is then capable of 

propagating large uncertainties necessary for uncertainty quantification. In the non-linear case, 

the finite element model takes considerable time to compute values. The processing time for all 

models after training are very small in contrast. Of course it needs to be considered that the models 

in this work are 1 output regression models, whereas the finite element model computes a multi-

tude of values, making direct comparisons difficult, however the models of this work can be ex-

panded for more dimensionality. Still, it has been shown that a gradient enhanced neural network 

performs better than a basic neural network. The gradient enhanced model does so by using less 

time and training points. In addition, considering the graphs of probability of exceedance, even 

with the given relative 𝑙2 error values, the gradient enhanced neural network compares relatively 

well to the finite element model.  

Further research should be done on greater dimensionality of gradient enhanced neural net-

works. If current results are possible with low dimensioned neural networks, an adequately sized 

model, with fine-tuned hyperparameters to allow for longer training of the model could converge 

to a more optimal state, even if there is greater input and output vectors. Models with more layers 

and more neurons per layer could potentially show the limits of gradient enhancement, which 

were not explored to such a degree in this work. Here, it would be important to consider the effects 

of the scale of the model on the necessary training time for optimal results, as oversizing the 

model leads to loss of performance. In addition, an adjusted learning rate schedule together with 

increased training data could allow for better performance as well. Another aspect to consider are 

multiple output gradient enhanced neural networks against a combination of multiple single out-

put gradient enhanced neural networks. It could be interesting to consider optimizing the training 

time of these single potential models. In the case of multiple single output gradient enhanced 

neural networks, the possibility of training a model on a single output and then using this trained 

model to retrain for the other outputs could reduce any increase of training time introduced by 

greater dimensionality. Since the outputs are part of the same function structure, perhaps the re-

training of a trained model is faster than the complete training of a new model. Furthermore var-

ying activation functions could potentially help reduce the error of the models. Since the data in 

this work was standardized around a mean of 0, the ReLU might potentially not be an optimal 

function to consider. Instead, leaky ReLU or other activation functions that include negative val-

ues should be considered as well for increasing the model accuracy. 

Addressing the loss weights that were used, coming to a solution for the difference of scale 

between model output and its gradient with respect to input needs to be explored. Since the func-
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tion value and gradient value could potentially out scale each other in the loss function, this po-

tentially limits the improvement of performance through incorporation of gradient information. 

Various methods could be explored to avoid this, such as using a relative based loss function 

instead of the MSE, like the mean percentage error (MPE), or even a combination of the MPE 

and the MSE. There is of course many more ways of varying a neural network, of which many 

were not considered in this work because of scope. 

Lastly and in addition to this, the fixed and dynamic weight methods have shown potential in 

adjusting the loss terms in the loss function through use of predefined fixed weights and dynamic, 

trained weights. However this was rather inconclusive in many points. More data and results are 

necessary to make clear conclusions on the effects of loss weights on the performance of neural 

networks. Especially exploring the use of multiple different use cases, experimental data, or sim-

ulation data for training, or simply academical function evaluations  could provide insight to this. 

Concerning the dynamic weight methods, the use of different optimization algorithms could pro-

vide interesting results. As it is, the weights tend towards 0 or -Inf, as they try to minimize the 

loss function  and they are simply factors attached to the loss terms. This was  fixed by defining 

the weights as the output of normal cumulative distribution functions. Perhaps a different function 

expression for the weights could lead to performance improvement. Lastly, while in this work, 

the weight of the losses were optimized according to the gradient of the loss function, perhaps 

optimizing the weights according to the gradient of the gradient of the loss function  with respect 

to the model parameters  is more logical for improving performance. 

With all of this said and to summarize, taking advantage of gradient information for regres-

sion tasks should always be done as it clearly improves performance of trained neural networks. 

Furthermore weights can potentially increase performance and a method of finding optimal pre-

defined hyperparameters, such as layer size, neuron count, activation function, etc., can also im-

prove the performance. And approximating a finite element model with a neural network, like a 

gradient enhanced neural network, to use as replacement for arduous and time consuming com-

putations is possible with an acceptable error of  <10−2. 
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