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#### Abstract

Uncertainties existing in physical and engineering systems can be characterized by different kinds of mathematical models according to their respective features. However, efficient propagation of hybrid uncertainties via an expensive-to-evaluate computer simulator is still a computationally challenging task. In this contribution, estimation of response expectation function (REF), its variable importance and bounds under hybrid uncertainties in the form of precise probability models, parameterized probability-box models and interval models is investigated through a Bayesian approach. Specifically, a new method, termed "Parallel Bayesian Quadrature Optimization" (PBQO), is developed. The method starts by treating the REF estimation as a Bayesian probabilistic integration (BPI) problem with a Gaussian process (GP) prior, which in turn implies a GP posterior for the REF. Then, one acquisition function originally developed in BPI and other two in Bayesian global optimization are introduced for Bayesian experimental designs. Besides, an innovative strategy is also proposed to realize multi-point selection at each iteration. Overall, a novel advantage of PBQO is that it is capable of yielding the REF, its variable importance and bounds simultaneously via a pure single-loop procedure allowing for parallel computing. Three numerical examples are studied to demonstrate the performance of the proposed method over existing methods.
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## 1. Introduction

Uncertainty quantification (UQ) is a hot topic and even research frontier in a broad range of modern science and engineering fields. UQ is primarily aimed at the quantitative characterization and consequent

[^0]reduction of uncertainties in both physical and engineering systems. Uncertainties occur when all or some aspects of the system under consideration are not exactly known. Examples of such aspects include, e.g., system parameters and operating conditions. These uncertainties generally originate from a variety of sources such as inherent variation, manufacturing error, modelling assumptions or a combination hereof. In terms of the origin of uncertainties, they are typically classified into either aleatory or epistemic types $[1,2]$. Aleatory uncertainty refers to the uncertainty due to the intrinsic randomness or variability, and thus is irreducible in nature. As such, aleatory uncertainty is an inherent property of the system under consideration. Epistemic uncertainty, on the other hand, is associated with a lack of knowledge (or information) on the side of the analysts, and hence can be potentially reduced or even eliminated by acquiring more knowledge. Commonly, these two types of uncertainties occur together in both science and engineering, and many different uncertainty models might appear simultaneously in just one single problem. In addition to characterizing these uncertainties with appropriate mathematical models, uncertainty propagation through a computational model has also been of central interest from both academia and industry.

Many approaches have been indeed developed to quantitatively describe uncertain phenomena, which can be broadly categorized into three major groups: probabilistic approach, non-probabilistic approach and imprecise probability approach. The probabilistic approach is rooted in classical probability theory, and is the most traditional way to quantify uncertainties. Following this approach, non-determinism is modelled by a precise probability distribution on the basis of a set of probability axioms [3]. Despite its rigor in theory and popularity in practical applications, it is often criticized that the probabilistic approach indispensably relies on very fine information, e.g., a large amount of high-quality data, which is not always available. Alternatively, the non-probabilistic approach, including interval models [4], fuzzy sets [5] and convex models [6], is emerging for characterizing uncertainty with limited information, where the variation bounds need to be specified, instead of a precise probability distribution. However, it is argued that these methods are mostly suitable to deal with epistemic uncertainty. In recent years, the imprecise probability approach has gained increasing attention as a promising framework to quantify complex uncertainties, particularly when the available information or data is not sufficient to identify a unique probability distribution [7]. In essence, it is an extension to classical probability theory where the the uncertainty is characterised by a set of probability measures, rather than a single one. Therefore, it allows for modelling both aleatory uncertainty and epistemic uncertainty separately within a uniform framework. Typically, the aleatory uncertainty is characterized by the traditional probabilistic models, and the epistemic uncertainty is handled by the nonprobabilistic models. Representative techniques include the probability box (p-box) [8], evidence theory [9] and fuzzy probability [10] among others.

As for uncertainty propagation, great efforts have been made along each line of uncertainty characterization over the past several decades. The existing approaches for propagating precise probabilistic uncertainty can be roughly divided into five categories: stochastic simulation methods [11-13], approximate analytical
methods [14, 15], surrogate-assisted methods [16-18], numerical integration methods [19-23] and probability conservation-based methods [24, 25]. Differently, the propagation of non-probabilistic uncertainty follows another district philosophy, more relaying on, e.g., interval arithmetic [26], optimization methods [27, 28], perturbation methods [29, 30] and etc. Also advanced sampling approaches for interval analysis have been introduced [31, 32]. One can refer to [5] for a good review on recent trends in propagation of non-probabilistic uncertainty. For imprecise probability propagation, however, the above two kinds of methods are not suitable, and hence new developments are necessary. The most common way to address the problem involves a double-loop procedure that uses the aforementioned two types of methods in a nested way, such as optimized parameter sampling [33] and interval Monte Carlo simulation [34], which often suffers from a heavy computational burden. To improve the computational efficiency, decoupled strategies have recently attracted increasing attention, and representative works include the augmented subset simulation [35], non-intrusive imprecise stochastic simulation [36, 37], operator norm theory [38], active learning augmented probabilistic integration [39], non-intrusive imprecise probabilistic integration (NIPI) [40], and collaborative and adaptive Bayesian optimization (CABO) [41]. For an review of the computation methods for propagating p-boxes, the reader is referred to [42]. Besides, some progress has also been made in the context of hybrid uncertainty propagation, e.g., surrogate modelling-based methods [43-48], stochastic simulation-based methods [49-51] and others [52, 53]. For propagating probabilistic-interval hybrid uncertainty, one can refer to the review [54]. Overall, propagation of hybrid uncertainties poses a more significant computational challenge in UQ community, and the existing mythologies are far from desirable for general practical applications.

In this paper, a novel method is presented to propagate hybrid uncertainties in the form of precise probabilistic models, parameterized p-box models and interval models, where the response expectation function (REF), its variable importance and bounds are of concern. The method belongs to the class of Bayesian probabilistic numerical methods [55], and can also be seen as an important extension to the NIPI [40] and CABO [41] methods originally developed for propagating parameterized p-box models. The main contributions of the present work can be summarized as follows:

- A general Bayesian framework is presented for propagating hybrid uncertainties, which is non-intrusive and fully decoupled in nature;
- Posterior means and variances of the REF and its random-sampling high-dimensional model representation (RS-HDMR) decomposition are analytically derived in closed form;
- Parallelized Bayesian experiment design is realized so as to take advantage of parallel computing at each iteration;
- A Matlab implementation of our methodology is freely available to the public ${ }^{1}$.

[^1]The remaining of this paper is organized as follows. We start by stating the problem to be solved in this study in Section 2. Section 3 presents the theoretical basis and numerical implementation procedure of the proposed method, with the relationship to the existing NIPI and CABO methods being discussed. How to extend the proposed method to a relatively more general case of hybrid uncertainties is briefly explained in Section 4. In Section 5, three numerical examples are studied to demonstrate the proposed method. The paper ends with some concluding remarks and perspectives in Section 6.

## 2. Problem statement

In this work, three kinds of uncertainty characterization models are considered to model non-deterministic inputs of a computer simulator, i.e., precise probability models, parameterized p-box models and interval models. The precise probability models that are deeply rooted in probability theory are assumed to be used for describing pure aleatory uncertainty. As a representative of imprecise probabilities, the parameterized pbox models are able to account for both aleatory uncertainty and epistemic uncertainty simultaneously. The interval models serve as a representative of non-probabilistic models and are useful to model the constant-but-unknown epistemic uncertainty. As such, the developed method is expected to work in the following four cases:

Case I: Precise probabilistic models and parameterized p-box models coexist in the model inputs;
Case II: Only parameterized p-box models exist in the model inputs;
Case III: Precise probabilistic models and interval models coexist in the model inputs;
Case IV: Precise probabilistic models, parameterized p-box models and interval models coexist in the model inputs.

Among the four cases, Case IV constitutes a more general situation of hybrid uncertainties. For notational clarity, however, we only take Case III as an example to illustrate the proposed method in the following, and when it comes to the general case (i.e., Case IV) one can refer to Section 4. Let $\boldsymbol{X}=\left[X_{1}, X_{2}, \ldots, X_{d_{1}}\right] \in \mathscr{X} \subseteq \mathbb{R}^{d_{1}}$ and $\boldsymbol{A}=\left[A_{1}, A_{2}, \ldots, A_{d_{2}}\right] \in \mathscr{A} \subseteq \mathbb{R}^{d_{2}}$ denote a $d_{1}$-dimensional vector of precise random variables and a $d_{2}$-dimensional vector of interval variables, respectively. The random variables are said to be 'precise' when their distribution types and distribution parameters are exactly known, and we assume that the joint probability density function (PDF) of $\boldsymbol{X}$ exists, denoted as $f_{\boldsymbol{X}}(\boldsymbol{x})$. The interval variables refer to the uncertain parameters with limited information, and can only be specified by their lower and upper bounds, i.e., $\boldsymbol{A}=[\underline{\boldsymbol{\alpha}}, \overline{\boldsymbol{\alpha}}]$, where $\underline{\boldsymbol{\alpha}}=\left[\underline{\alpha}_{1}, \underline{\alpha}_{2}, \ldots, \underline{\alpha}_{d_{2}}\right]$ and $\overline{\boldsymbol{\alpha}}=\left[\bar{\alpha}_{1}, \bar{\alpha}_{2}, \cdots, \bar{\alpha}_{d_{2}}\right]$. As such, $\boldsymbol{A}$ represents a $d_{2}$-dimensional hyper-rectangle. In this study, these $d_{1}+d_{2}$ variables are assumed to be independent just for the convenience of describing our method. The computer simulator is represented by a deterministic, continuous and real-valued function $g: \mathbb{R}^{d_{1}+d_{2}} \mapsto \mathbb{R},\{x, \alpha\} \rightarrow z$, with $Z=g(\boldsymbol{X}, \boldsymbol{A})$ being a scalar quantity of interest. Due to the existence of interval variables, $Z$ is no longer a random variable
unless $\boldsymbol{A}$ is fixed at a value $\boldsymbol{\alpha} \in \boldsymbol{A}$. Thus, the expectation of $Z$, is not a deterministic values anymore, but function of the interval variables. More precisely, it only assume a crisp value for a realisation of the input intervals. To formalize, the definition of the so-called REF is given as follows:

$$
\begin{equation*}
m(\boldsymbol{\alpha})=\int_{\mathscr{X}} g(\boldsymbol{x}, \boldsymbol{\alpha}) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} \tag{1}
\end{equation*}
$$

The lower and upper bounds of $m(\boldsymbol{\alpha})$ can be defined as:

$$
\begin{align*}
& m_{l}=\min _{\boldsymbol{\alpha} \in[\underline{\boldsymbol{\alpha}}, \overline{\boldsymbol{\alpha}}]} m(\boldsymbol{\alpha})=\min _{\boldsymbol{\alpha} \in[\underline{\boldsymbol{\alpha}}, \overline{\boldsymbol{\alpha}}]} \int_{\mathscr{X}} g(\boldsymbol{x}, \boldsymbol{\alpha}) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x},  \tag{2}\\
& m_{u}=\max _{\boldsymbol{\alpha} \in[\underline{\underline{[ }, \overline{\boldsymbol{\alpha}}]}} m(\boldsymbol{\alpha})=\max _{\boldsymbol{\alpha} \in[\underline{\underline{\alpha}, \overline{\boldsymbol{\alpha}}]}} \int_{\mathscr{X}} g(\boldsymbol{x}, \boldsymbol{\alpha}) f_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x} . \tag{3}
\end{align*}
$$

The REF can provide complete information about how the response expectation changes with its argument $\boldsymbol{\alpha}$, whereas the interval $\left[m_{l}, m_{u}\right]$ measures the amount of epistemic uncertainty present in the response expectation. Besides, the analyst may also concern the variable importance of the REF. Intuitively, the bounds and variable importance analysis of the REF can be proceeded straightforwardly once the REF is available. However, it is still a non-trivial task to compute the REF in an efficient manner since each evaluation of the response function $g(\boldsymbol{x}, \boldsymbol{\alpha})$ can be prohibitively expensive for a real-world problem.

## 3. Parallel Bayesian quadrature optimization

As the REF defined in Eq. (1) is given in the form of an integral, the Bayesian probabilistic integration (BPI) [23] can be applied to efficiently obtain an estimate for the REF. If we assign a Gaussian process (GP) prior for the integrand $g(\boldsymbol{x}, \boldsymbol{\alpha})$, the induced posterior of the REF is also a GP. Following this, the lower and upper bounds defined in Eqs. (2) and (3) may be further solved by the Bayesian global optimization (BGO) [56]. In this section, a novel Bayesian approach combining the BPI and BGO, called Parallel Bayesian Quadrature Optimization (PBQO), is presented to produce the REF, its variable importance and bounds simultaneously in an efficient manner.

### 3.1. Variable transformation

Before introducing our method, a pre-processing step should be performed to transform the original input variable vector $\{\boldsymbol{X}, \boldsymbol{A}\}$ to a new one so as to make the proposed method analytically tractable. In this study, the random variable vector $\boldsymbol{X}$ is transformed to be a standard normal one by a certain transformation (e.g., isoprobabilistic transformation), which is denoted as $\boldsymbol{U}=T_{1}(\boldsymbol{X})$. In contrast, we consider transforming the interval vector $\boldsymbol{A}$ to be a standard one (i.e., $[0,1]^{d_{2}}$ ) by a simple linear transformation such that $\boldsymbol{V}=$ $T_{2}(\boldsymbol{A})$. For convenience, the two transformations can be written in a uniform form $\boldsymbol{W}=T(\boldsymbol{X}, \boldsymbol{A})$, where $\boldsymbol{W}=\{\boldsymbol{U}, \boldsymbol{V}\}$. The REF with respect to $\boldsymbol{v}$ is defined as:

$$
\begin{equation*}
\mathcal{M}(\boldsymbol{v})=\int_{\mathscr{U}} \mathcal{G}(\boldsymbol{w}) f_{\boldsymbol{U}}(\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \tag{4}
\end{equation*}
$$

where $\mathcal{G}(\boldsymbol{w})=g(T(\boldsymbol{x}, \boldsymbol{\alpha})), f_{\boldsymbol{U}}(\boldsymbol{u})$ is the joint PDF of $\boldsymbol{U}$. Once $\mathcal{M}(\boldsymbol{v})$ is available, $m(\boldsymbol{\alpha})$ can be easily obtained as $m(\boldsymbol{\alpha})=\mathcal{M}\left(T_{2}(\boldsymbol{\alpha})\right)$. Note that the $T_{1}$ transformation is necessary for the analytical tractability of the proposed method, while $T_{2}$ transformation is not. However, we introduce the $T_{2}$ transformation only for the purpose of producing concise analytical expressions.

### 3.2. Prior Gaussian process

In the proposed PBQO method, we first place a GP prior over the space $\mathscr{G}$ of functions: $\mathcal{G}: \mathcal{W} \rightarrow \mathbb{R}$, denoted as $\hat{\mathcal{G}}(\boldsymbol{w}) \sim \mathcal{G P}\left(\mu_{0}(\boldsymbol{w}), k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right)$, where $\mu_{0}(\boldsymbol{w})$ and $k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)$ are the prior mean and covariance functions, respectively. The prior mean function reflects the general trend of the GP, and can be assumed to be, e.g., zero, constant or a linear polynomial. The covariance function is a more crucial ingredient of the GP since it encodes our basic assumptions about the function to be inferred, e.g., smoothness and periodicity. In this study, the prior mean function adopts a constant, i.e., $\mu_{0}(\boldsymbol{w})=\beta$, and the prior covariance function takes the squared exponential kernel:

$$
\begin{align*}
k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right) & =s_{0}^{2} \exp \left[-\frac{1}{2}\left(\boldsymbol{w}-\boldsymbol{w}^{\prime}\right) \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{w}-\boldsymbol{w}^{\prime}\right)^{\mathrm{T}}\right] \\
& =s_{0}^{2} \exp \left[-\frac{1}{2}\left(\boldsymbol{u}-\boldsymbol{u}^{\prime}\right) \boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}\left(\boldsymbol{u}-\boldsymbol{u}^{\prime}\right)^{\mathrm{T}}\right] \exp \left[-\frac{1}{2}\left(\boldsymbol{v}-\boldsymbol{v}^{\prime}\right) \boldsymbol{\Sigma}_{\boldsymbol{v}}^{-1}\left(\boldsymbol{v}-\boldsymbol{v}^{\prime}\right)^{\mathrm{T}}\right] \tag{5}
\end{align*}
$$

where $s_{0}^{2}$ is the process variance, $\boldsymbol{\Sigma}=\operatorname{diag}\left\{l_{1}^{2}, l_{2}^{2}, \cdots, l_{d_{1}+d_{2}}^{2}\right\}$ with $l_{i}$ being the characteristic lengthscale in $i$-th dimension, $\boldsymbol{\Sigma}_{\boldsymbol{u}}=\operatorname{diag}\left\{l_{1}^{2}, l_{2}^{2}, \cdots, l_{d_{1}}^{2}\right\}$ and $\boldsymbol{\Sigma}_{\boldsymbol{v}}=\operatorname{diag}\left\{l_{d_{1}+1}^{2}, l_{d_{1}+2}^{2}, \cdots, l_{d_{1}+d_{2}}^{2}\right\}$; Throughout the paper, the symbol $\operatorname{diag}\{\cdot\}$ means to create a square diagonal matrix with the elements of its argument when its argument is a vector or to get a column vector of the diagonal elements of its argument when its argument is a matrix. The parameters $\beta, s_{0}, l_{1}, l_{2}, \cdots, l_{d_{1}+d_{2}}$ are called hyperparameters. Note that the analytical tractability of the proposed method relies on using the squared exponential kernel.

### 3.3. Bayesian posterior inference

Suppose that we have evaluated the $\mathcal{G}$-function at $n$ points. Let a $n \times\left(d_{1}+d_{2}\right)$ matrix $\mathcal{W}=(\boldsymbol{U}, \mathcal{V})=$ $\left\{\boldsymbol{w}^{(j)}\right\}_{j=1}^{n}$ denote the $n$ points at which the $\mathcal{G}$-function are evaluated, and a $n \times 1$ matrix $\mathcal{Z}=\left\{z^{(j)}\right\}_{j=1}^{n}$ denote the corresponding $\mathcal{G}$-function values at $\mathcal{W}$. Given $\mathcal{D}=\{\mathcal{W}, \mathcal{Z}\}$, the hyperparameters involved in the prior mean and covariance functions can be determined by, e.g., maximum likelihood estimation [57]. Besides, conditioning on the data $\mathcal{D}$, we can arrive at a posterior GP over functions $\mathcal{G} \in \mathscr{G}$, which is denoted as $\mathcal{G P}\left(\mu_{n}(\boldsymbol{w}), k_{n}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right)$. According to [57], the posterior mean $\mu_{n}(\boldsymbol{w})$ and posterior covariance function $k_{n}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)$ can be given by:

$$
\begin{gather*}
\mu_{n}(\boldsymbol{w})=\mu_{0}(\boldsymbol{w})+\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})^{\mathrm{T}} \boldsymbol{K}_{0}^{-1}\left(\mathcal{Z}-\boldsymbol{\mu}_{0}(\mathcal{W})\right),  \tag{6}\\
k_{n}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)=k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)-\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})^{\mathrm{T}} \boldsymbol{K}_{0}^{-1} \boldsymbol{k}_{0}\left(\boldsymbol{w}^{\prime}, \mathcal{W}\right), \tag{7}
\end{gather*}
$$

where $\boldsymbol{\mu}_{0}(\mathcal{W})=\left[\mu_{0}\left(\boldsymbol{w}^{(1)}\right), \mu_{0}\left(\boldsymbol{w}^{(2)}\right), \cdots, \mu_{0}\left(\boldsymbol{w}^{(n)}\right)\right]^{\mathrm{T}}$ is the mean vector at $\mathcal{W} ; \boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})=\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{(1)}\right)\right.$, $\left.k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{(2)}\right), \cdots, k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{(n)}\right)\right]^{\mathrm{T}}$ is the covariance vector between $\boldsymbol{w}$ and $\mathcal{W} ; \boldsymbol{k}_{0}\left(\boldsymbol{w}^{\prime}, \mathcal{W}\right)=\left[k_{0}\left(\boldsymbol{w}^{\prime}, \boldsymbol{w}^{(1)}\right)\right.$, $\left.k_{0}\left(\boldsymbol{w}^{\prime}, \boldsymbol{w}^{(2)}\right), \cdots, k_{0}\left(\boldsymbol{w}^{\prime}, \boldsymbol{w}^{(n)}\right)\right]^{\mathrm{T}}$ is the covariance vector between $\boldsymbol{w}^{\prime}$ and $\mathcal{W} ; \boldsymbol{K}_{0}$ is the covariance matrix of $\mathcal{W}$ with entry $\left[\boldsymbol{K}_{0}\right]_{i j}=k_{0}\left(\boldsymbol{w}^{(i)}, \boldsymbol{w}^{(j)}\right)$.

### 3.3.1. Bayesian inference of REF

As an extended result of BPI [58], the posterior distribution of REF (denoted as $\hat{\mathcal{M}}(\boldsymbol{v})$ ), i.e., integrating $\hat{\mathcal{G}}(\boldsymbol{w})$ with respect to $\boldsymbol{u}$ under the Gaussian weight $f_{\boldsymbol{U}}(\boldsymbol{u})$, still follows a GP. By repeated application of Fubini's theorem, one can derive the analytical expressions of the posterior mean function $\mu_{\hat{\mathcal{M}}}(\boldsymbol{v})$ and posterior variance function $\sigma_{\hat{\mathcal{M}}}^{2}(\boldsymbol{v})$ such that:

$$
\begin{gather*}
\mu_{\hat{\mathcal{M}}}(\boldsymbol{v})=\mathbb{E}_{\mathcal{D}}[\hat{\mathcal{M}}(\boldsymbol{v})]=\Pi_{\boldsymbol{u}}\left[\mu_{0}(\boldsymbol{w})\right]+\Pi_{\boldsymbol{u}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1}\left(\mathcal{Z}-\boldsymbol{\mu}_{0}(\mathcal{W})\right)  \tag{8}\\
\sigma_{\hat{\mathcal{M}}}^{2}(\boldsymbol{v})=\mathbb{V}_{\mathcal{D}}[\hat{\mathcal{M}}(\boldsymbol{v})]=\Pi_{\boldsymbol{u}} \Pi_{\boldsymbol{u}^{\prime}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{u}^{\prime}, \boldsymbol{v}\right)\right)\right]-\Pi_{\boldsymbol{u}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \boldsymbol{\mathcal { W }})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1} \Pi_{\boldsymbol{u}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right] \tag{9}
\end{gather*}
$$

where $\mathbb{E}_{\mathcal{D}}[\cdot]$ and $\mathbb{V}_{\mathcal{D}}[\cdot]$ refer to the expectation and variance operators taken with respect to the posterior distributions of their arguments given data $\mathcal{D} ; \Pi_{\boldsymbol{u}}[\cdot]$ denotes the integral operator taken with respect to $\boldsymbol{u}$ under Gaussian weight $f_{\boldsymbol{U}}(\boldsymbol{u}) ; \Pi_{\boldsymbol{u}^{\prime}}[\cdot]$ is similarly defined; $\Pi_{\boldsymbol{u}} \Pi_{\boldsymbol{u}^{\prime}}[\cdot]$ is the integral operator taken respect to both $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$ under Gaussian weights $f_{\boldsymbol{U}}(\boldsymbol{u})$ and $f_{\boldsymbol{U}}\left(\boldsymbol{u}^{\prime}\right)$; The term $\Pi_{\boldsymbol{u}}\left[\mu_{0}(\boldsymbol{w})\right]$ can be easily obtained as $\Pi_{\boldsymbol{u}}\left[\mu_{0}(\boldsymbol{w})\right]=\beta$; The other terms can be derived as:

$$
\begin{gather*}
\Pi_{\boldsymbol{u}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]=s_{0}^{2}\left|\boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+I\right|^{-1 / 2} \exp \left[-\frac{1}{2} \operatorname{diag}\left\{\boldsymbol{\mathcal { U }}\left(\boldsymbol{\Sigma}_{\boldsymbol{u}}+\boldsymbol{I}\right)^{-1} \boldsymbol{\mathcal { U }}^{\mathrm{T}}-(\boldsymbol{v}-\boldsymbol{\mathcal { V }}) \boldsymbol{\Sigma}_{\boldsymbol{v}}^{-1}(\boldsymbol{v}-\boldsymbol{\mathcal { V }})^{\mathrm{T}}\right\}\right]  \tag{10}\\
\Pi_{\boldsymbol{u}} \Pi_{\boldsymbol{u}^{\prime}}\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]=s_{0}^{2}\left|2 \boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \tag{11}
\end{gather*}
$$

where $|\cdot|$ means the determinant of its argument; $\boldsymbol{I}$ is a identity matrix of size $d_{1}$.
Note that the expressions for $\mu_{\hat{\mathcal{M}}}(\boldsymbol{v})$ and $\sigma_{\hat{\mathcal{M}}}^{2}(\boldsymbol{v})$ are similar in form to those of NIPI and CABO, but essentially different due to the fact that the proposed method is established on the basis of the joint space of standard normal variables and standard interval variables, while both NIPI and CABO are cast in the standard normal space. The posterior mean function $\mu_{\mathcal{M}, n}(\boldsymbol{v})$ can be used as an estimate of $\mathcal{M}(\boldsymbol{v})$ and the posterior variance function $\sigma_{\hat{\mathcal{M}}}^{2}(\boldsymbol{v})$ measures our uncertainty of the estimate after $n$ observations have been available. By using the linear transformation, one can easily obtain the posterior mean function $\mu_{\hat{m}}(\boldsymbol{\alpha})=\mu_{\hat{\mathcal{M}}}\left(T_{2}(\boldsymbol{\alpha})\right)$ and posterior variance function $\sigma_{\hat{m}}^{2}(\boldsymbol{\alpha})=\sigma_{\hat{\mathcal{M}}}^{2}\left(T_{2}(\boldsymbol{\alpha})\right)$ for $\hat{m}(\boldsymbol{\alpha})$.

### 3.3.2. Bayesian inference of $R S-H D M R$ component functions of REF

In addition to the REF $\hat{m}(\boldsymbol{\alpha})$, the analyst may also be concerned about, e.g., identifying key variables among $\boldsymbol{A}$ that are more important for $m(\boldsymbol{\alpha})$. For this propose, the RS-HDMR is first employed to express
$\mathcal{M}(\boldsymbol{v})$ as the summation of a set of component functions with increasing dimensions [59]:

$$
\begin{equation*}
\mathcal{M}(\boldsymbol{v})=\mathcal{M}_{0}+\sum_{i=1}^{d_{2}} \mathcal{M}_{i}\left(v_{i}\right)+\sum_{1 \leq i<j \leq d_{2}} \mathcal{M}_{i j}\left(v_{i}, v_{j}\right)+\cdots+\mathcal{M}_{i j \ldots d_{2}}\left(v_{1}, v_{2}, \cdots, v_{d_{2}}\right) \tag{12}
\end{equation*}
$$

where the zeroth-order component function $\mathcal{M}_{0}$ is a constant representing the average value of $\mathcal{M}(\boldsymbol{v})$ over the entire domain $\mathcal{V}$, the first-order component function $\mathcal{M}_{i}\left(v_{i}\right)$ represents the independent contribution of $v_{i}$ acting alone to $\mathcal{M}(\boldsymbol{v})$, the second-order component function $\mathcal{M}_{i j}\left(v_{i}, v_{j}\right)$ denotes the cooperative effects of $v_{i}$ and $v_{j}$ upon $\mathcal{M}(\boldsymbol{v})$, etc. The last term $\mathcal{M}_{i j \ldots d_{2}}\left(v_{1}, v_{2}, \cdots, v_{d_{2}}\right)$ describes any residual cooperative effects of all input variables acting together to influence $\mathcal{M}(\boldsymbol{v})$. The component functions up to the second-order can be defined as:

$$
\begin{equation*}
\mathcal{M}_{0}=\int_{\mathcal{V}} \mathcal{M}(\boldsymbol{v}) \mathrm{d} \boldsymbol{v}=\int_{\mathcal{V}} \int_{\mathcal{U}} \mathcal{G}(\boldsymbol{w}) f_{\boldsymbol{U}}(\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \mathrm{~d} \boldsymbol{v} \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{M}_{i}\left(v_{i}\right)=\int_{\mathcal{V}_{-i}} \mathcal{M}(\boldsymbol{v}) \mathrm{d} \boldsymbol{v}_{-i}-\mathcal{M}_{0}=\int_{\mathcal{V}_{-i}} \int_{\mathcal{U}} \mathcal{G}(\boldsymbol{w}) f_{\boldsymbol{U}}(\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \mathrm{~d} \boldsymbol{v}_{-i}-\mathcal{M}_{0} \tag{14}
\end{equation*}
$$

$\mathcal{M}_{i j}\left(v_{i}, v_{j}\right)=\int_{\mathcal{V}_{-i j}} \mathcal{M}(\boldsymbol{v}) \mathrm{d} \boldsymbol{v}_{-i j}-\mathcal{M}_{i}\left(v_{i}\right)-\mathcal{M}_{j}\left(v_{j}\right)-\mathcal{M}_{0}=\int_{\mathcal{V}_{-i j}} \int_{\mathcal{U}} \mathcal{G}(\boldsymbol{w}) f_{\boldsymbol{U}}(\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \mathrm{d} \boldsymbol{v}_{-i j}-\mathcal{M}_{i}\left(v_{i}\right)-\mathcal{M}_{j}\left(v_{j}\right)-\mathcal{M}_{0}$,
where $\mathcal{V}_{-i}$ and $\boldsymbol{v}_{-i}$ denote the space $\mathcal{V}$ and the vector $\boldsymbol{v}$ excluding the $i$-th dimension, respectively; $\mathcal{V}_{-i j}$ and $\boldsymbol{v}_{-i j}$ are similarly defined.

As high-order component functions have small contributions for many realistic systems, the second-order truncated RS-HDMR expansion is often considered [36, 40]. For this reason, only the component functions up to the second-order are provided in the following via Bayesian inference. If necessary, high-order component functions can also be derived similarly.

Zeroth-order $R S-H D M R$ component. As defined in Eq. (13), the zeroth-order RS-HDMR component $\mathcal{M}_{0}$ is actually an integral of $\mathcal{G}(\boldsymbol{w})$ with respect to $\boldsymbol{w}$. From a Bayesian quadrature perspective, the posterior distribution of $\mathcal{M}_{0}\left(\right.$ denoted as $\left.\hat{\mathcal{M}}_{0}\right)$ is Gaussian with posterior mean $\mu_{\hat{\mathcal{M}}_{0}}$ and posterior variance $\sigma_{\hat{\mathcal{M}}_{0}}^{2}$ being:

$$
\begin{gather*}
\mu_{\hat{\mathcal{M}}_{0}}=\mathbb{E}_{\mathcal{D}}\left[\hat{\mathcal{M}}_{0}\right]=\Pi_{\boldsymbol{w}}\left[\mu_{0}(\boldsymbol{w})\right]+\Pi_{\boldsymbol{w}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \boldsymbol{\mathcal { W }})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1}\left(\mathcal{Z}-\boldsymbol{\mu}_{0}(\boldsymbol{\mathcal { W }})\right)  \tag{16}\\
\sigma_{\hat{\mathcal{M}}_{0}}^{2}=\mathbb{V}_{\mathcal{D}}\left[\hat{\mathcal{M}}_{0}\right]=\Pi_{\boldsymbol{w}} \Pi_{\boldsymbol{w}^{\prime}}\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]-\Pi_{\boldsymbol{w}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1} \Pi_{\boldsymbol{w}^{\prime}}\left[\boldsymbol{k}_{0}\left(\boldsymbol{w}^{\prime}, \mathcal{W}\right)\right] \tag{17}
\end{gather*}
$$

where $\Pi_{\boldsymbol{w}}\left[\mu_{0}(\boldsymbol{w})\right]=\beta$, and other terms can be derived as:

$$
\begin{align*}
\Pi_{\boldsymbol{w}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]= & \Pi_{\boldsymbol{w}^{\prime}}\left[\boldsymbol{k}_{0}\left(\boldsymbol{w}^{\prime}, \mathcal{W}\right)\right] \\
= & s_{0}^{2}\left|\boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \exp \left[-\frac{1}{2} \operatorname{diag}\left\{\boldsymbol{U}\left(\boldsymbol{\Sigma}_{\boldsymbol{u}}+\boldsymbol{I}\right)^{-1} \mathcal{U}^{\mathrm{T}}\right\}\right]  \tag{18}\\
& \cdot\left(\frac{\pi}{2}\right)^{d_{2} / 2} \operatorname{prod}_{2}\left\{\left[\operatorname{erf}\left((1-\mathcal{V})\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}}\right)^{-1 / 2}\right)-\operatorname{erf}\left(-\mathcal{V}\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}}\right)^{-1 / 2}\right)\right] \boldsymbol{\Sigma}_{\boldsymbol{v}}^{1 / 2}\right\},
\end{align*}
$$
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$$
\begin{align*}
\Pi_{\boldsymbol{w}} \Pi_{\boldsymbol{w}^{\prime}}\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]= & s_{0}^{2}\left|2 \boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \\
& \cdot 2^{d_{2}} \operatorname{prod}_{1}\left\{\operatorname{diag}\left\{\boldsymbol{\Sigma}_{\boldsymbol{v}}\left[-1+\exp \left[-\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}}\right)^{-1}\right]+\left(2 \pi^{-1} \boldsymbol{\Sigma}_{\boldsymbol{v}}\right)^{-1 / 2} \operatorname{erf}\left(\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}}\right)^{-1 / 2}\right)\right]\right\}\right\} \tag{19}
\end{align*}
$$

where $\operatorname{prod}_{1}\{\cdot\}$ means to return the product of the elements of its argument; $\operatorname{prod}_{2}\{\cdot\}$ is to get a column vector containing the products of each row of its argument; $\operatorname{erf}(\cdot)$ stands for the error function. Note that in Eq. (18) the argument in $\operatorname{prod}_{2}\{\cdot\}$ is an $n$-by- $d_{2}$ matrix, while in Eq. (19) the argument in $\operatorname{prod}_{1}\{\cdot\}$ is a $d_{2}$-by- 1 vector.

First-order RS-HDMR component. The first-order RS-HDMR component function $\mathcal{M}_{i}\left(v_{i}\right)$ defined in Eq. (14) is an integral (i.e, integrating $\mathcal{G}(\boldsymbol{w})$ with respect to $\boldsymbol{w}$ excluding $v_{i}$ ) minus $\mathcal{M}_{0}$, and thus its posterior distribution $\hat{\mathcal{M}}_{i}\left(v_{i}\right)$ should follow a one-dimensional GP.

The posterior mean function $\mu_{\hat{\mathcal{M}}_{i}}\left(v_{i}\right)$ of the first-order RS-HDMR component function $\hat{\mathcal{M}}_{i}\left(v_{i}\right)$ can be expressed as:

$$
\begin{equation*}
\mu_{\hat{\mathcal{M}}_{i}}\left(v_{i}\right)=\mathbb{E}_{\boldsymbol{\mathcal { D }}}\left[\hat{\mathcal{M}}_{i}\left(v_{i}\right)\right]=\Pi_{-v_{i}}\left[\mu_{0}(\boldsymbol{w})\right]+\Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \boldsymbol{\mathcal { W }})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1}\left(\mathcal{Z}-\boldsymbol{\mu}_{0}(\mathcal{W})\right)-\mu_{\hat{\mathcal{M}}_{0}}, \tag{20}
\end{equation*}
$$

where $\Pi_{-v_{i}}[\cdot]$ denotes the integration of its argument taken over $\boldsymbol{w}$ except $v_{i}$; it is obvious that $\Pi_{-v_{i}}\left[\mu_{0}(\boldsymbol{w})\right]=$ $\beta$; the term $\Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$ can be derived as:

$$
\begin{align*}
\Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \boldsymbol{\mathcal { W }})\right]= & s_{0}^{2}\left|\boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \exp \left[-\frac{1}{2} \operatorname{diag}\left\{\boldsymbol{\mathcal { U }}\left(\boldsymbol{\Sigma}_{\boldsymbol{u}}+\boldsymbol{I}\right)^{-1} \boldsymbol{\mathcal { U }}^{\mathrm{T}}\right\}\right] \\
& \cdot\left(\frac{\pi}{2}\right)^{\left(d_{2}-1\right) / 2} \operatorname{prod}_{2}\left\{\left[\operatorname{erf}\left(\left(1-\boldsymbol{V}_{,-i}\right)\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\right)^{-1 / 2}\right)-\operatorname{erf}\left(-\boldsymbol{\mathcal { V }}_{,-i}\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\right)^{-1 / 2}\right)\right] \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}^{1 / 2}\right\} \\
& \cdot \exp \left[-\frac{1}{2} \operatorname{diag}\left\{-\left(v_{i}-\boldsymbol{\mathcal { V }}_{, i}\right) \boldsymbol{\Sigma}_{\boldsymbol{v}_{i}}^{-1}\left(v_{i}-\boldsymbol{V}_{, i}\right)^{\mathrm{T}}\right\}\right], \tag{21}
\end{align*}
$$

in which $\mathcal{V}_{, i}$ is the $i$-th column of $\mathcal{V}, \mathcal{V},-i$ represents the matrix generated by removing $\mathcal{V}_{, i}$ from $\mathcal{V}, \boldsymbol{\Sigma}_{\boldsymbol{v}_{i}}$ denotes the $(i, i)$-th element of $\boldsymbol{\Sigma}_{\boldsymbol{v}}$, and $\boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}$ stands for the matrix generated by removing the $i$-th column and $i$-th row of $\boldsymbol{\Sigma}_{\boldsymbol{v}}$.

For the posterior variance function $\sigma_{\hat{\mathcal{M}}_{i}}^{2}\left(v_{i}\right)$ of the first-order RS-HDMR component function $\hat{\mathcal{M}}_{i}\left(v_{i}\right)$, one can refer to Appendix A.

Second-order RS-HDMR component. Similarly, the second-order RS-HDMR component function $\mathcal{M}_{i j}\left(v_{i}, v_{j}\right)$ defined in Eq. (15) is an integral (i.e., integrating $\mathcal{G}(\boldsymbol{w})$ with respect to $\boldsymbol{w}$ excluding $v_{i}$ and $v_{j}$ ) diminished by $\mathcal{M}_{i}\left(v_{i}\right), \mathcal{M}_{j}\left(v_{j}\right)$ and $\mathcal{M}_{0}$, and thus its posterior distribution $\hat{\mathcal{M}}_{i j}\left(v_{i}, v_{j}\right)$ should follow a two-dimensional GP.

The posterior mean function $\mu_{\hat{\mathcal{M}}_{i j}}\left(v_{i}, v_{j}\right)$ of the first-order RS-HDMR component function $\hat{\mathcal{M}}_{i j}\left(v_{i}, v_{j}\right)$
can be given by:

$$
\begin{align*}
\mu_{\hat{\mathcal{M}}_{i j}}\left(v_{i}, v_{j}\right) & =\mathbb{E}_{\boldsymbol{\mathcal { D }}}\left[\hat{\mathcal{M}}_{i j}\left(v_{i}, v_{j}\right)\right] \\
& =\Pi_{-\boldsymbol{v}_{i j}}\left[\mu_{0}(\boldsymbol{w})\right]+\Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \boldsymbol{\mathcal { W }})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1}\left(\mathcal{Z}-\boldsymbol{\mu}_{0}(\boldsymbol{\mathcal { W }})\right)-\mu_{\hat{\mathcal{M}}_{i}}\left(v_{i}\right)-\mu_{\hat{\mathcal{M}}_{j}}\left(v_{j}\right)-\mu_{\hat{\mathcal{M}}_{0}} \tag{22}
\end{align*}
$$ where the term $\Pi_{-\boldsymbol{v}_{i j}}\left[\mu_{0}(\boldsymbol{w})\right]$ is equal to $\beta$, and the term $\Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$ is derived as:

$$
\begin{align*}
\Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]= & s_{0}^{2}\left|\boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \exp \left[-\frac{1}{2} \operatorname{diag}\left\{\boldsymbol{\mathcal { U }}\left(\boldsymbol{\Sigma}_{\boldsymbol{u}}+\boldsymbol{I}\right)^{-1} \boldsymbol{\mathcal { U }}^{\mathrm{T}}\right\}\right] \\
& \cdot\left(\frac{\pi}{2}\right)^{\left(d_{2}-2\right) / 2} \operatorname{prod}_{2}\left\{\left[\operatorname{erf}\left(\left(1-\boldsymbol{V}_{,-i j}\right)\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1 / 2}\right)-\operatorname{erf}\left(-\boldsymbol{V}_{,-i j}\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1 / 2}\right)\right] \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}^{1 / 2}\right\} \\
& \cdot \exp \left[-\frac{1}{2} \operatorname{diag}\left\{-\left(v_{i j}-\boldsymbol{\mathcal { V }}_{, i j}\right) \boldsymbol{\Sigma}_{\boldsymbol{v}_{i j}}^{-1}\left(v_{i j}-\boldsymbol{\mathcal { V }}_{, i j}\right)^{\mathrm{T}}\right\}\right] . \tag{23}
\end{align*}
$$

For the posterior variance function $\sigma_{\hat{\mathcal{M}}_{i j}}^{2}\left(v_{i}, v_{j}\right)$ of the second-order RS-HDMR component function $\hat{\mathcal{M}}_{i j}\left(v_{i}, v_{j}\right)$, one can refer to Appendix B.

One should note that the above results are essentially different from those in NIPI. Once these RS-HDMR component functions of $\hat{\mathcal{M}}(\boldsymbol{v})$ are properly inferred, they can be transformed by a linear transformation to yield the RS-HDMR component functions for $\hat{m}(\boldsymbol{\alpha})$.

### 3.3.3. Bayesian inference of extrema of $R E F$

If we stop after obtaining $n$ observations of the $\mathcal{G}$-function, a risk-neutral choice for the minimum or maximum of the REF would be the minimum or maximum of the posterior mean function $\mu_{\hat{m}}(\boldsymbol{\alpha})$. As $\mu_{\hat{m}}(\boldsymbol{\alpha})$ has been derived in a closed-form, the extrema of the REF can be inferred from $\mu_{\hat{m}}(\boldsymbol{\alpha})$ by simply applying a global optimization algorithm such that:

$$
\begin{align*}
& \hat{m}_{l}=\min _{\boldsymbol{\alpha} \in[\underline{\boldsymbol{\alpha}, \bar{\alpha}]}} \mu_{\hat{m}}(\boldsymbol{\alpha}),  \tag{24}\\
& \hat{m}_{u}=\max _{\boldsymbol{\alpha} \in[\underline{\boldsymbol{\alpha}}, \overline{\boldsymbol{\alpha}}]} \mu_{\hat{m}}(\boldsymbol{\alpha}) . \tag{25}
\end{align*}
$$

Besides, since the posterior variance function $\sigma_{\hat{m}}^{2}(\boldsymbol{\alpha})$ is also available, the prediction errors regarding the minimum and maximum estimators in Eqs. (24) and (25) can be measured by the posterior variances:

$$
\begin{equation*}
\operatorname{Var}\left[\hat{m}_{l}\right]=\sigma_{\hat{m}}^{2}\left(\boldsymbol{\alpha}^{-}\right), \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Var}\left[\hat{m}_{u}\right]=\sigma_{\hat{m}}^{2}\left(\boldsymbol{\alpha}^{+}\right) \tag{27}
\end{equation*}
$$

where $\boldsymbol{\alpha}^{-}=\arg \min _{\boldsymbol{\alpha} \in[\underline{\boldsymbol{\alpha}}, \overline{\boldsymbol{\alpha}}]} \mu_{\hat{m}}(\boldsymbol{\alpha})$ and $\boldsymbol{\alpha}^{+}=\arg \max _{\boldsymbol{\alpha} \in[\underline{\boldsymbol{\alpha}}, \overline{\boldsymbol{\alpha}}]} \mu_{\hat{m}}(\boldsymbol{\alpha})$ are the minimum point and maximum point, respectively.

### 3.4. Parallel Bayesian experimental design

Another significant advantage of the above framework is that it offers the possibility for incorporating our prior knowledge and developing a Bayesian experimental design strategy. This advantage is also realized in both NIPI and CABO. These two methods, however, are in a pure sequential manner to acquire the $\mathcal{G}$ function. That is, at each iteration only one point is allowed to be selected and a single $\mathcal{G}$-function evaluation is subsequently performed. The sequential experimental strategies would be less efficient and flexible when parallel computing architectures are available. Besides, the one for NIPI is specifically designed for inferring RS-HDMR component functions, whereas the one for CABO is only developed for inferring the extrema of the REF. Based on these considerations, a novel contribution here is to present a multi-point selection criterion that can support parallel evaluations of the $\mathcal{G}$-function and also enable us to estimate the REF, its RS-HDMR component functions and bounds at the same time. In this study, the preferred number of CPU cores or workers in a parallel pool is assumed to be an even number, denoted by $c$.

Stage 1: Global improvement. Supposing that we have only obtained a small set of initial observations, the first stage of our strategy aims to improve the global accuracy of the REF. The key lies in three main aspects: (1) how can we measure the global accuracy of the REF? (2) how to select $c$ points at each iteration that are expected to improve the global accuracy of the REF? (3) when to stop the iteration at this stage?

As the zero-th order RS-HDMR component $\mathcal{M}_{0}$ is defined as an integral of the REF $\mathcal{M}(\boldsymbol{v})$ with respect to $\boldsymbol{v}$ (called augmented expectation), its accuracy may reflect the global accuracy of the REF to some extent. Therefore, the accuracy of $\hat{\mathcal{M}}_{0}$ is taken as a global accuracy measure of $\hat{\mathcal{M}}(\boldsymbol{v})$ in this study, which can be quantified by the posterior variance $\sigma_{\hat{\mathcal{M}}_{0}}^{2}$. Inspired by [23, 40, 41], a new acquisition function, called posterior variance contribution to the augmented expectation (denoted as $\mathrm{PVC}^{\mathrm{A}}$ ), is given by:
$\operatorname{PVC}^{\mathrm{A}}(\boldsymbol{w})=\Pi_{\boldsymbol{w}^{\prime}}\left[k_{n}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right] \times f_{\boldsymbol{W}}(\boldsymbol{w})=\left\{\Pi_{\boldsymbol{w}^{\prime}}\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]-\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})^{\mathrm{T}} \boldsymbol{K}_{0}^{-1} \Pi_{\boldsymbol{w}^{\prime}}\left[\boldsymbol{k}_{0}\left(\boldsymbol{w}^{\prime}, \mathcal{W}\right)\right]\right\} \times f_{\boldsymbol{W}}(\boldsymbol{w})$,
where the closed-form expression of $\Pi_{\boldsymbol{w}^{\prime}}\left[\boldsymbol{k}_{0}\left(\boldsymbol{w}^{\prime}, \boldsymbol{\mathcal { W }}\right)\right]$ has been given in Eq. (18); Similarly, the term $\Pi_{\boldsymbol{w}^{\prime}}\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]$ can be derived as:

$$
\begin{align*}
\Pi_{\boldsymbol{w}^{\prime}}\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]= & s_{0}^{2}\left|\boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \exp \left[-\frac{1}{2} \operatorname{diag}\left\{\boldsymbol{u}\left(\boldsymbol{\Sigma}_{\boldsymbol{u}}+\boldsymbol{I}\right)^{-1} \boldsymbol{u}^{\mathrm{T}}\right\}\right]  \tag{29}\\
& \cdot\left(\frac{\pi}{2}\right)^{d_{2} / 2} \operatorname{prod}_{2}\left\{\left[\operatorname{erf}\left((1-\boldsymbol{v})\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}}\right)^{-1 / 2}\right)-\operatorname{erf}\left(-\boldsymbol{v}\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}}\right)^{-1 / 2}\right)\right] \boldsymbol{\Sigma}_{\boldsymbol{v}}^{1 / 2}\right\} .
\end{align*}
$$

The acquisition function in Eq. (28) is said to be 'new' because it is essentially not the same as those in the cited references. It should be noted that $\sigma_{\hat{\mathcal{M}}_{0}}^{2}=\int_{\mathcal{W}} \mathrm{PVC}^{\mathrm{A}}(\boldsymbol{w}) \mathrm{d} \boldsymbol{w}$ holds, which implies that the $\mathrm{PVC}^{\mathrm{A}}$ function can measure the contribution of our epistemic uncertainty at $\boldsymbol{w}$ to $\sigma_{\hat{\mathcal{M}}_{0}}^{2}$. For this reason, by selecting $\boldsymbol{w}^{(n+1)}=\arg \max _{\boldsymbol{w} \in \mathcal{W}} \operatorname{PVC}^{\mathrm{A}}(\boldsymbol{w})$ as the best next point to evaluate the $\mathcal{G}$-function, it is expected that the posterior variance of the augmented expectation will decrease the most, and hence the accuracy of
the posterior mean of the augmented expectation will be improved the most. However, adding one single point at a time may waste other useful information and cannot allow to make use of parallelization, and hence it could be inefficient especially when parallel evaluations are possible.

In this study, we propose a novel strategy to parallelize the developed PBQO method by providing $c$ points at each iteration. This strategy is motivated by the fact that the $\mathrm{PVC}^{\mathrm{A}}$ function (defined in Eq. (28)) only explicitly depends on the sampled locations, not on function values at these points. For this
 ahead of observing their $\mathcal{G}$-function values based on the $\operatorname{PVC}^{\mathrm{A}}(\boldsymbol{w}, \mathcal{W})$ function. Specifically, each point can be selected sequentially, with the $\mathrm{PVC}^{\mathrm{A}}$ function modified by considering the newly selected points at the current iteration. The assumption behind this strategy is that the hyper-parameters will not change, and hence the $\mathrm{PVC}^{\mathrm{A}}$ function remains the same during the process of identifying the next $c-1$ points. In fact, the hyper-parameters do change if we update immediately the GP after each point is chosen and its $\mathcal{G}$-function value is computed, which, however, corresponds to the single-point selection strategy. Our idea is expected to work since the hyper-parameters may not vary too much within the next few steps. The pseudocode of the proposed multi-point selection strategy is given in Algorithm 1. Until c points are obtained, evaluating the $\mathcal{G}$-function at these points can be run in parallel, and the GP model can be updated subsequently. This iteration process is repeated until a stopping criterion is reached, which is defined as the posterior coefficient of variation (COV) of the augmented expectation less than a pre-specified tolerance $\varepsilon^{\mathrm{BPI}}$, i.e., $\frac{\sigma_{\hat{\mathcal{M}}_{0}}}{\left|\mu_{\mathcal{M}_{0}}\right|}<\varepsilon^{\mathrm{BPI}}$. To avoid possible premature convergence, the stopping criterion is required to be satisfied several (e.g., two) times in successive iterations. It should be noted that the proposed multipoint selection strategy is computationally inexpensive and can usually produce a batch of $c$ diverse points according to our computational experience, which are thus effective and informative for parallelization.

```
Algorithm 1 Proposed multi-point selection strategy based on the \(\operatorname{PVC}^{\mathrm{A}}(\boldsymbol{w}, \mathcal{W})\) function
    Input: \(c\) and \(\operatorname{PVC}^{\mathrm{A}}(\boldsymbol{w}, \mathcal{W})\)
    for \(i=1 \rightarrow c\) do
        \(\boldsymbol{w}^{(n+i)}=\arg \max _{\boldsymbol{w} \in \mathcal{W}} \operatorname{PVC}^{\mathrm{A}}(\boldsymbol{w}, \mathcal{W})\)
        \(\mathcal{W}=\mathcal{W} \cup \boldsymbol{w}^{(n+i)}\)
    end for
    Output: \(\boldsymbol{w}^{(n+1)}, \boldsymbol{w}^{(n+2)}, \cdots, \boldsymbol{w}^{(n+c)}\)
```

Stage 2: Local improvement. After stage 1, it is expected that the general trend of the REF has been captured. However, the local features of the REF, e.g., minimum and maximum, may still be inaccurate. In this regard, the second stage of our strategy attempts to further improve the accuracy of the resulting REF from stage 1, with special emphasis on its extrema.

As the posterior distribution of the REF follows a GP, the expected improvement criterion originally introduced in BGO [56] could be adopted for our purposes. Let $\hat{\mathcal{M}}_{l}\left(\boldsymbol{v}^{-}\right)$denote the current minimum, and $\boldsymbol{v}^{-}$the minimum point, i.e., $\boldsymbol{v}^{-}=\arg \min _{\boldsymbol{v} \in \mathcal{V}} \mu_{\hat{\mathcal{M}}}(\boldsymbol{v})$. The improvement for the current minimum at the point $\boldsymbol{v}$ can be defined as $I(\boldsymbol{v})=\max \left(\hat{\mathcal{M}}_{l}\left(\boldsymbol{v}^{-}\right)-\mu_{\hat{\mathcal{M}}}(\boldsymbol{v}), 0\right)$. The acquisition function, called expected improvement for the minimization (abbreviated as $\mathrm{EI}^{\mathrm{MIN}}$ ), is to simple take the expected value of $I(\boldsymbol{v})$, i.e., $\mathrm{EI}^{\mathrm{MIN}}(\boldsymbol{v})=\mathbb{E}[I(\boldsymbol{v})]$. The closed-form expression of $\mathrm{EI}^{\mathrm{MIN}}$ can be written as [56]:

$$
\begin{equation*}
\mathrm{EI}^{\mathrm{MIN}}(\boldsymbol{v})=\left(\hat{\mathcal{M}}_{l}\left(\boldsymbol{v}^{-}\right)-\mu_{\hat{\mathcal{M}}}(\boldsymbol{v})\right) \Phi\left(\frac{\hat{\mathcal{M}}_{l}\left(\boldsymbol{v}^{-}\right)-\mu_{\hat{\mathcal{M}}}(\boldsymbol{v})}{\sigma_{\hat{\mathcal{M}}}(\boldsymbol{v})}\right)+\sigma_{\hat{\mathcal{M}}}(\boldsymbol{v}) \varphi\left(\frac{\hat{\mathcal{M}}_{l}\left(\boldsymbol{v}^{-}\right)-\mu_{\hat{\mathcal{M}}}(\boldsymbol{v})}{\sigma_{\hat{\mathcal{M}}}(\boldsymbol{v})}\right) \tag{30}
\end{equation*}
$$

where $\varphi(\cdot)$ and $\Phi(\cdot)$ are the PDF and and cumulative distribution function (CDF) of the standard normal distribution, respectively. The $\mathrm{EI}^{\mathrm{MIN}}$ function actually measures how much improvement for the minimum is expected to achieve by sampling at $\boldsymbol{v}$. Thus, the next best point for $\boldsymbol{v}$ can be selected by maximizing the $\mathrm{EI}^{\mathrm{MIN}}$ function, i.e., $\underline{\boldsymbol{v}}^{\star}=\arg \max _{\boldsymbol{v} \in \mathcal{V}} \mathrm{EI}^{\mathrm{MIN}}(\boldsymbol{v})$. The first summation term in Eq. (30) is the exploitation term encouraging to sample where $\mu_{\hat{\mathcal{M}}}(\boldsymbol{v})$ is small, whereas the second summation term is the exploration term encouraging to sample where $\sigma_{\hat{\mathcal{M}}}(\boldsymbol{v})$ is large. At this stage, the associated stopping criterion can be given as [60]:

$$
\begin{equation*}
\frac{\left|\max _{\boldsymbol{v} \in \mathcal{V}} \mathrm{EI}^{\mathrm{MIN}}(\boldsymbol{v})\right|}{\max \mathcal{Z}-\min \mathcal{Z}}<\varepsilon^{\mathrm{BGO}} \tag{31}
\end{equation*}
$$

where $\varepsilon^{\mathrm{BGO}}$ is a user-defined tolerance. Similarly, the stopping criterion also needs to be met for two times in succession. Once $\underline{\boldsymbol{v}}^{\star}$ is identified, the best next point for $\boldsymbol{u}$ can also be specified. In order to improve the accuracy of $\mu_{\hat{\mathcal{M}}}\left(\underline{\boldsymbol{v}}^{\star}\right)$, an acquisition function measuring the posterior variance contribution to $\sigma_{\hat{\mathcal{M}}}^{2}\left(\underline{\boldsymbol{v}}^{\star}\right)$ (abbreviated as $\mathrm{PVC}^{\mathrm{MIN}}$ ), can be defined:

$$
\begin{align*}
\operatorname{PVC}^{\mathrm{MIN}}(\boldsymbol{u}) & =\Pi_{\boldsymbol{u}^{\prime}}\left[k_{n}\left(\left(\boldsymbol{u}, \underline{\boldsymbol{v}}^{\star}\right),\left(\boldsymbol{u}^{\prime}, \underline{\boldsymbol{v}}^{\star}\right)\right)\right] \times f_{\boldsymbol{U}}(\boldsymbol{u}) \\
& =\left\{\Pi_{\boldsymbol{u}^{\prime}}\left[k_{0}\left(\left(\boldsymbol{u}, \underline{\boldsymbol{v}}^{\star}\right),\left(\boldsymbol{u}^{\prime}, \underline{\boldsymbol{v}}^{\star}\right)\right)\right]-\boldsymbol{k}_{0}\left(\left(\boldsymbol{u}, \underline{\boldsymbol{v}}^{\star}\right), \mathcal{W}\right)^{\mathrm{T}} \boldsymbol{K}_{0}^{-1} \Pi_{\boldsymbol{u}^{\prime}}\left[\boldsymbol{k}_{0}\left(\left(\boldsymbol{u}^{\prime}, \underline{\boldsymbol{v}}^{\star}\right), \mathcal{W}\right)\right]\right\} \times f_{\boldsymbol{U}}(\boldsymbol{u}), \tag{32}
\end{align*}
$$

where the term $\Pi_{\boldsymbol{u}^{\prime}}\left[\boldsymbol{k}_{0}\left(\left(\boldsymbol{u}^{\prime}, \underline{\boldsymbol{v}}^{\star}\right), \mathcal{W}\right)\right]$ can be generated as Eq. (10) by replacing $\boldsymbol{v}$ by $\underline{\boldsymbol{v}}^{\star}$, and the term $\Pi_{\boldsymbol{u}^{\prime}}\left[k_{0}\left(\left(\boldsymbol{u}, \underline{\boldsymbol{v}}^{\star}\right),\left(\boldsymbol{u}^{\prime}, \underline{\boldsymbol{v}}^{\star}\right)\right)\right]$ can be derived as:

$$
\begin{equation*}
\Pi_{\boldsymbol{u}^{\prime}}\left[k_{0}\left(\left(\boldsymbol{u}, \underline{\boldsymbol{v}}^{\star}\right),\left(\boldsymbol{u}^{\prime}, \underline{\boldsymbol{v}}^{\star}\right)\right)\right]=s_{0}^{2}\left|\boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \exp \left[-\frac{1}{2} \operatorname{diag}\left\{\boldsymbol{u}\left(\boldsymbol{\Sigma}_{\boldsymbol{u}}+\boldsymbol{I}\right)^{-1} \boldsymbol{u}^{\mathrm{T}}\right\}\right] . \tag{33}
\end{equation*}
$$

In analogy to $\mathrm{PVC}^{\mathrm{A}}$ criterion (see Algorithm 1), $c / 2$ points for $\boldsymbol{u}$ can be selected sequentially by maximizing the $\mathrm{PVC}^{\mathrm{MIN}}$ function, denoted as $\underline{\boldsymbol{u}}^{(n+i)}(i=1,2, \ldots, c / 2)$. The stopping criterion is defined as $\frac{\sigma_{\hat{\mathcal{A}}}\left(\boldsymbol{v}^{*}\right)}{\left|\mu_{\mathcal{\mathcal { M }}^{\prime}}\left(\boldsymbol{v}^{\star}\right)\right|}<$ $\varepsilon^{\mathrm{BPI}}$, which should be sissified two times in succession. The identified points for $\boldsymbol{w}$ can be simply formed as: $\left(\underline{\boldsymbol{u}}^{(n+1)}, \underline{\boldsymbol{v}}^{\star}\right),\left(\underline{\boldsymbol{u}}^{(n+2)}, \underline{\boldsymbol{v}}^{\star}\right), \cdots,\left(\underline{\boldsymbol{u}}^{(n+c / 2)}, \underline{\boldsymbol{v}}^{\star}\right)$.

Similar to Eqs. (30) and (32), the expected improvement and posterior variance contribution for maximization can also be defined, which are denoted as $E I^{\mathrm{MAX}}$ and $\mathrm{PVC}^{\mathrm{MAX}}$, respectively. To limit the paper length, however, we will not give them in detail. The next point for $\boldsymbol{v}$ can be determined by maximizing
the $\mathrm{EI}^{\mathrm{MAX}}$ function, i.e., $\overline{\boldsymbol{v}}^{\star}=\arg \max _{\boldsymbol{v} \in \mathcal{V}} \mathrm{EI}^{\mathrm{MAX}}(\boldsymbol{v})$. Then, based on the $\mathrm{PVC}^{\mathrm{MAX}}$ function, one can sequentially identify $c / 2$ points for $\boldsymbol{u}$, denoted as $\overline{\boldsymbol{u}}^{(n+i)}(i=1,2, \ldots, c / 2)$. The remaining $c / 2$ points for $\boldsymbol{w}$ can be generated as: $\left(\overline{\boldsymbol{u}}^{(n+1)}, \overline{\boldsymbol{v}}^{\star}\right),\left(\overline{\boldsymbol{u}}^{(n+2)}, \overline{\boldsymbol{v}}^{\star}\right), \cdots,\left(\overline{\boldsymbol{u}}^{(n+c / 2)}, \overline{\boldsymbol{v}}^{\star}\right)$

As a result, a total number of $c$ points for $\boldsymbol{w}$ can be obtained, and the corresponding $\mathcal{G}$-function values can be computed at the same time by running on $c$ cores simultaneously. After that, the GP model can be updated based on the past observations. Once pre-defined stopping criteria are reached, these quantities of interest can be extracted from the finial GP model.

### 3.5. Numerical implementation of $P B Q O$

For numerical implementation of the proposed PBQO method, the basic procedures are summarized as follows, which are also illustrated by Fig. 1.

## Step 1: Get initial observations

The first step consists of generating a small set of $n_{0}$ initial samples using Latin hypercube sampling (LHS), denoted as $\mathcal{W}=(\mathcal{U}, \mathcal{V})=\left\{\boldsymbol{w}^{(j)}\right\}_{i=1}^{n_{0}}$. The real $\mathcal{G}$-function is then evaluated at these points to obtain corresponding observations, i.e., $\mathcal{Z}=\left\{z^{(i)}=\mathcal{G}\left(\boldsymbol{w}^{(i)}\right)\right\}_{j=1}^{n_{0}}$, which can be parallelized straightforwardly. The initial training dataset can be constructed: $\mathcal{D}=\{\mathcal{W}, \mathcal{Z}\}$. Let $n=n_{0}$;

## Step 2: Train a GP model

Based on data $\mathcal{D}$, train a new GP model $\mathcal{G} \mathcal{P}\left(\mu_{n}(\boldsymbol{w}), k_{n}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right)$ for the $\mathcal{G}$-function. In this study, the fitrgp function in Matlab Statistics and Machine Learning Toolbox is used. The prior mean function and covariance function are specified as constant and squared exponential kernel, respectively.

## Step 3: Check the stopping criterion

From the trained GP model, one can compute the posterior mean $\mu_{\hat{\mathcal{M}}_{0}}$ and posterior variance $\sigma_{\hat{\mathcal{M}}_{0}}^{2}$ of the augmented expectation by Eqs. (16) and (17), respectively. If the stopping criterion $\frac{\sigma_{\hat{\mathcal{M}}_{0}} \mid}{\left|\mu_{\mathcal{N}_{0}}\right|}<\varepsilon^{\mathrm{BPI}}$ is satisfied two times in succession, go to Step 5; else, go to Step 4;

## Step 4: Identify new observations by the PVC $^{A}$ criterion

At this stage, one can identify c points for $\boldsymbol{W}$ by sequentially maximizing the $\mathrm{PVC}^{\mathrm{A}}$ function (Eq. (28)), denoted as $\mathcal{W}^{\star}=\left\{\boldsymbol{w}^{\star}\right\}_{j=1}^{c}$. Then, these points are evaluated on the real $\mathcal{G}$-function in parallel to obtain corresponding observations, which are denoted as $\mathcal{Z}^{\star}=\left\{z^{\star}\right\}_{j=1}^{c}$. At last, the training dataset $\mathcal{D}$ can be enriched with $\mathcal{D}^{\star}=\left\{\boldsymbol{\mathcal { W }}^{\star}, \mathcal{Z}^{\star}\right\}$. Let $n=n+c$ and go to Step 2;

## Step 5: Select new points by the quadruplet criteria

The next best points $\underline{\boldsymbol{v}}^{\star}$ and $\overline{\boldsymbol{v}}^{\star}$ can be selected by $\underline{\boldsymbol{v}}^{\star}=\arg \max _{\boldsymbol{v} \in \mathcal{V}} \mathrm{EI}^{\mathrm{MIN}}(\boldsymbol{v})$ and $\overline{\boldsymbol{v}}^{\star}=\arg \max _{\boldsymbol{v} \in \mathcal{V}} \mathrm{EI}^{\mathrm{MAX}}(\boldsymbol{v})$, respectively. Then, one can select $c / 2$ points $\left(\underline{\boldsymbol{u}}^{(i)}(i=1,2, \ldots, c / 2)\right)$ and $\left(\overline{\boldsymbol{u}}^{(i)}(i=1,2, \ldots, c / 2)\right)$ by sequentially maximizing the $\mathrm{PVC}^{\mathrm{MIN}}$ function and $\mathrm{PVC}^{\mathrm{MAX}}$ function, respectively. For convenience, we denote the
$c / 2$ points for minimization by $\underline{\mathcal{W}}=\left\{\left(\underline{\boldsymbol{v}}^{\star}, \underline{\boldsymbol{u}}^{(1)}\right),\left(\underline{\boldsymbol{v}}^{\star}, \underline{\boldsymbol{u}}^{(2)}\right), \cdots,\left(\underline{\boldsymbol{v}}^{\star}, \underline{\boldsymbol{u}}^{(c / 2)}\right)\right\}, c / 2$ points for maximization by $\overline{\mathcal{W}}=\left\{\left(\overline{\boldsymbol{v}}^{\star}, \overline{\boldsymbol{u}}^{(1)}\right),\left(\overline{\boldsymbol{v}}^{\star}, \overline{\boldsymbol{u}}^{(2)}\right), \cdots,\left(\overline{\boldsymbol{v}}^{\star}, \overline{\boldsymbol{u}}^{(c / 2)}\right)\right\}$, and $\mathcal{W}^{\star}=\{\underline{\mathcal{W}}, \overline{\mathcal{W}}\} ;$

## Step 6: Judge the stopping criteria

In this step, four stopping criteria should be judged, i.e., $\frac{\left|\max _{\boldsymbol{v} \in \mathcal{V}} \operatorname{EI}^{\mathrm{MIN}}(\boldsymbol{v})\right|}{\max \mathcal{Z}-\min \mathcal{Z}}<\varepsilon^{\mathrm{BGO}}, \frac{\sigma_{\hat{\mathcal{M}}}\left(\boldsymbol{v}^{\star}\right)}{\left|\mu_{\hat{\mathcal{M}}}\left(\underline{\boldsymbol{v}}^{\star}\right)\right|}<\varepsilon^{\mathrm{BPI}}$, $\frac{\left|\max _{v \in \mathcal{V}} \mathrm{EI}^{\mathrm{MAX}}(\boldsymbol{v})\right|}{\max \mathcal{Z}-\min \mathcal{Z}}<\varepsilon^{\mathrm{BGO}}$ and $\frac{\sigma_{\hat{\mathcal{H}}}\left(\overline{\boldsymbol{v}}^{\star}\right)}{\left|\mu_{\hat{\mathcal{H}}}\left(\overline{\boldsymbol{v}}^{\star}\right)\right|}<\varepsilon^{\mathrm{BPI}}$. If all these stopping criteria are met two times in succession, go to Step 9; else, go to Step 7;

## Step 7: Obtain new observations by parallel computing

Evaluation of the real $\mathcal{G}$-function at these $c$ points $\mathcal{W}^{\star}$ from Step 5 can be performed in parallel, and $c$ observations are obtained $\mathcal{Z}^{\star}=\left\{z^{\star}\right\}_{j=1}^{c}$. Finally, the training dataset $\mathcal{D}$ is updated with the new data $\mathcal{D}^{\star}=\left\{\boldsymbol{\mathcal { W }}^{\star}, \mathcal{Z}^{\star}\right\}$. Let $n=n+c$;

## Step 8: Train a GP model

Train a new GP model $\mathcal{G} \mathcal{P}\left(\mu_{n}(\boldsymbol{w}), k_{n}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right)$ for the $\mathcal{G}$-function with data $\mathcal{D}$, and go to Step 5:

## Step 9: Return quantities of interest

The posterior means and variances of these quantities of interest, such as REF, its RS-HDMR component functions and bounds, can be extracted form the trained GP model. The posterior means can serve as estimates for these quantities, and the posterior variances measure the epistemic uncertainties (numerical errors) about our estimates.

To initialize the algorithm, there parameters $n_{0}, \varepsilon^{B P I}$ and $\varepsilon^{B G O}$ need to be specified. The initial sample size $n_{0}$ should not choose too large as we wish to enlarge the sample size sequentially. For the two thresholds $\varepsilon^{\mathrm{BPI}}$ and $\varepsilon^{\mathrm{BGO}}$, proper values are also important as they influence the accuracy and efficiency of the proposed method. According to our experience, $n_{0}$ can take values between 5 and 20 depending on the complexity of the problem at hand, and $\varepsilon^{\mathrm{BPI}}$ and $\varepsilon^{\mathrm{BGO}}$ can be set in the orders of 0.01 and 0.001 respectively. Several optimization problems are involved in the implementation procedures, one can simply use the global optimization algorithms (e.g., genetic algorithm) as the objective functions are all in closed form.

### 3.6. Relationship to existing NIPI and CABO methods

The proposed PBQO method does share some similarities with the NIPI method and CABO method. For example, they all rely on the use of the GP model in a Bayesian fashion, and can avoid nested loops. However, the differences among the three methods are also significant on several main aspects:
a) The proposed PBQO method transforms the interval variables (including the interval variables in pboxes) into standard interval ones by a linear transformation. On the contrary, by assuming auxiliary


Figure 1: Flowchart of the proposed PBQO method.
uniform distributions for the interval variables, the NIPI and CABO methods convert the interval variables to standard normal ones by a nonlinear transformation. In conjunction with the squared exponential kernel, both of those two strategies can result in analytically tractable results for the REF and its HS-HDMR. However, the NIPI and CABO methods introduce an additional assumption and artificially added nonlinearity. More importantly, the transformation strategy for NIPI and CABO is the cause of poor performance near the bounds of the interval variables. To mitigate this problem, one needs to relax the support of the interval variables when applying NIPI and CABO;
b) Due to the differences in a), the posterior means and variances of the REF and its RS-HDMR component functions are re-derived in the proposed PBQO method, along with some of the acquisition functions;
c) The proposed PBQO method is able to support parallel distributed processing owing to the proposed multi-point selection strategy, while both NIPI and CABO cannot. This advantage is desired when each evaluation of the $\mathcal{G}$-function is costly and parallel computing facilities are available;
d) The proposed PBQO method is capable of yielding the REF, its variable importance and bounds simultaneously with a single run. However, the NIPI method and CABO method are only designed for evaluating the variable importance and bounds, respectively.

## 4. Extending the proposed method to Case IV

The proposed PBQO method is mainly illustrated in case that hybrid uncertainties present as both random variables and interval variables. When parameterized p-boxes are involved, the proposed method is also applicable, but needs slight adaptations. In this section, we will show how to extend the proposed PBQO method established in Section 3 to Case IV.

Let $\boldsymbol{Y}=\left[Y_{1}, Y_{2}, \cdots, Y_{d_{3}}\right]$ denote an imprecise random vector containing $d_{3}$ variables. These variables are assumed to be characterized by parameterized p-boxes, and their joint PDF is denoted as $f_{\boldsymbol{Y} \mid \boldsymbol{\Theta}}(\boldsymbol{y} \mid \boldsymbol{\theta})$, which depends on a set of $d_{4}$ interval variables $\boldsymbol{\Theta}=\left[\Theta_{1}, \Theta_{2}, \cdots, \Theta_{d_{4}}\right]$ with lower and upper bounds $\underline{\boldsymbol{\theta}}=$ $\left[\underline{\theta}_{1}, \underline{\theta}_{2}, \cdots, \underline{\theta}_{d_{4}}\right]$ and $\overline{\boldsymbol{\theta}}=\left[\bar{\theta}_{1}, \bar{\theta}_{2}, \cdots, \bar{\theta}_{d_{4}}\right]$, respectively. In Case IV, the response function is represented by $Z=g(\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{A})$. In analogy to Case III, an augmented response function $Z=g(\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{A}, \boldsymbol{\Theta})$ needs to be artificially constructed to account for $\boldsymbol{\Theta}$ like $\boldsymbol{A}$. Then, we map the random vector $\{\boldsymbol{X}, \boldsymbol{Y}\}$ to a standard normal one $\boldsymbol{U}$, while the interval vector $\{\boldsymbol{A}, \boldsymbol{\Theta}\}$ to a standard interval one $\boldsymbol{V}$. Accordingly, the response function is changed to be $Z=\mathcal{G}(\boldsymbol{W})$, where $\boldsymbol{W}=\{\boldsymbol{U}, \boldsymbol{V}\}$. See, e.g., [39-41], for the details of how to use an augmented response function when parameterized p-boxes are involved. Note that this does not mean that the original $g$-function has to be modified, but only for numerical implementation. By doing so, the remaining procedures are similar to those given in Section 3.

## 5. Numerical examples

In this section, three numerical examples are investigated to demonstrate the proposed method. For comparison purposes, the NIPI and CABO methods are mainly implemented in all examples. These methods are used in a similar way as the proposed PBQO method since they are originally developed for only propagating parameterized p-boxes. Besides, in both methods the support of interval variables has been increased by $10 \%$ and the stopping tolerances are specified in accordance with the proposed method.

### 5.1. Example 1: A test function

Consider a test function of the form:

$$
\begin{equation*}
Z=g\left(X, A_{1}, A_{2}\right)=X^{2}+A_{1}+A_{2}^{3}, \tag{34}
\end{equation*}
$$

where $X, A_{1}$ and $A_{2}$ are three uncertain input variables, as listed in Tab. 1.

| Table 1: Uncertainty characterization of input variables for Example |  |  |
| :---: | :---: | :---: |
| Notation | Type | Mathematical model |
| $X$ | Random variable | $\mathcal{N}\left(0,1^{2}\right)$ |
| $A_{1}$ | Interval variable | $[12]$ |
| $A_{2}$ | Interval variable | $[12]$ |

Note: $\mathcal{N}$ stands for normal distribution.

We first consider the REF $m\left(\alpha_{1}, \alpha_{2}\right)$, the closed-form expression of which is obtained as $m\left(\alpha_{1}, \alpha_{2}\right)=$ $1+\alpha_{1}+\alpha_{2}^{3}$. The proposed PBQO method can be implemented to yield a numerical estimate of $m\left(\alpha_{1}, \alpha_{2}\right)$. In this example, we set $c=2, n_{0}=5, \varepsilon^{\mathrm{BPI}}=0.02$ and $\varepsilon^{\mathrm{BGO}}=0.002$. Fig. 2(a) depicts the REF estimated by PBQO v.s. its analytical solution, which coincide almost perfectly. Besides, as shown in Fig. 2(b) the coefficient of variation (COV) of the PBQO estimate is quite small, indicting that the estimate is highly reliable. In order to compare with other existing methods, we also employ the NIPI and CABO methods in this example. It can be seen from Figs. 2(c) and 2(e) that both NIPI and CABO methods give poor estimates for the ERF, especially in the boundary area. In addition, Figs. 2(d) and 2(f) show that the results by these two methods also process relatively large variability.

Second, the RS-HDMR component functions of the REF are of concern. For limiting the paper length, we just show the first-order RS-HDMR component functions as an illustration. The analytical expressions of $m_{1}\left(\alpha_{1}\right)$ and $m_{1}\left(\alpha_{2}\right)$ can be derived as: $m_{1}\left(\alpha_{1}\right)=-\frac{3}{2}+\alpha_{1}$ and $m_{2}\left(\alpha_{2}\right)=-\frac{15}{4}+\alpha_{2}^{3}$. From Fig. 3, one can observe that for both component functions: (1) the proposed PBQO method is able to yield very close estimates to analytical solutions; (2) the $99 \%$ confidence intervals (CIs) of PBQO estimates are very narrow; (3) the NIPI and CABO methods are shown to be less accurate than the proposed method; (4) the $99 \%$ CIs of both NIPI and CABO estimates are obviously wider than these by the proposed method. These observations demonstrate the accuracy of the proposed method against both NIPI and CABO methods. Besides, through the first-order RS-HDMR component functions it is easy to know that $\alpha_{2}$ has significantly larger influence on the REF than $\alpha_{1}$. Therefore, if one would like to reduce the epistemic uncertainty in the REF (i.e., narrow the interval), a more rational way is to shrink $A_{2}$ by collecting more data of it.

Third, we discuss the results of the response expectation bounds. The analytical lower and upper bounds of the REF are 3 and 11, respectively. Tab. 2 compares the numerical estimates given by the PBQO, NIPI and CABO methods to the analytical solutions. It can be seen that for both lower and upper bounds: (1) PBQO and CABO methods are capable of producing close estimates to the analytical solutions, and restively small posterior COVs; (2) NIPI method gives poor estimates with large posterior COV.

At last, the efficiency and accuracy of these three methods should be emphasized. As listed in Tab. 2, the number of response function evaluations for the PBQO, NIPI and CABO is 13,8 and 22 , respectively.


Figure 2: Response expectation function for Example 1 by different methods.


Figure 3: First-order RS-HDMR component functions for Example 1 by different methods.

However, the PBQO method can support for parallel computing, and hence its number of calls to the response function for each CPU core is only 6.5 on average. To this end, the number of effective response function evaluations required by the proposed PBQO method is close to that of the NIPI method, but less than the CABO method. Besides, the proposed PBQO method is able to produce the REF, its RSHDMR component functions and bound simultaneously with reasonable accuracy, while the NIPI method may perform worse in all these three aspects and the CABO method could be reliable only in capturing the REF bounds.

Table 2: Response expectation bound for Example 1.

| Method | $\hat{m}_{l}$ | $\operatorname{COV}\left[\hat{m}_{l}\right] / \%$ | $\hat{m}_{u}$ | $\operatorname{COV}\left[\hat{m}_{u}\right] / \%$ | $N$ | $\frac{N}{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Analytical | 3 | - | 11 | - | - | - |
| PBQO $(c=2)$ | 2.9820 | 0.22 | 11.0027 | 0.00 | $5+8=13$ | 6.5 |
| NIPI $(c=1)$ | 2.6795 | 8.11 | 10.0148 | 2.26 | $5+3=8$ | 8 |
| $\operatorname{CABO}(c=1)$ | 3.0033 | 0.08 | 10.9966 | 0.00 | $5+17=22$ | 22 |

Note: $N$ is the total number of response function evaluations; $c$ is the number of points selected at each iteration, and hence the number of CPU cores used in parallel; and $N / c$ is referred to as the number of effective respone function evaluations.

### 5.2. Example 2: A non-linear oscillator

The second example considers a nonlinear undamped single degree-of-freedom (SDOF) oscillator subjected to a rectangular pulse load (as shown in Fig. 4), which was extensively studied in context of reliability analysis (see, e.g., [39, 61, 62]). The response function is defined as the maximum displacement of the oscillator:

$$
\begin{equation*}
Z=g\left(c_{1}, c_{2}, m, F_{1}, t_{1}\right)=\left|\frac{2 F_{1}}{c_{1}+c_{2}} \sin \left(\frac{t_{1}}{2} \sqrt{\frac{c_{1}+c_{2}}{m}}\right)\right|, \tag{35}
\end{equation*}
$$

where $c_{1}, c_{2}, m, F_{1}, t_{1}$ are five uncertain input variables, detailed description of which can be found in Tab. 3. For notational clarity, we denote the three intervals as $A_{1}=\left[\begin{array}{ll}1 & 2\end{array}\right], A_{2}=\left[\begin{array}{lll}0.1 & 0.3\end{array}\right]$ and $A_{3}=[0.51 .5]$ in what follows.


Figure 4: A nonlinear SDOF oscillator subjected to a rectangular pulse load.

| Table 3: Uncertainty characterization of input variables for Example 2 |  |  |
| :---: | :---: | :---: |
| Notation | Type | Mathematical model |
| $c_{1}$ | Random variable | $\mathcal{N}\left(1,0.1^{2}\right)$ |
| $c_{2}$ | Random variable | $\mathcal{N}\left(0.1,0.01^{2}\right)$ |
| $m$ | Random variable | $\mathcal{N}\left(1,0.1^{2}\right)$ |
| $F_{1}$ | P-box variable | $\mathcal{L N}\left([12],[0.10 .3]^{2}\right)$ |
| $t_{1}$ | Interval variable | $[0.51 .5]$ |

Note: $\mathcal{L N}$ stands for Lognormal distribution.

In this example, the REF, its RS-HDMR component functions and bounds are also of our interest. Due to the complexity of the response function, the corresponding analytical solutions are not available, and thus we use Monte Carlo simulation (MCS) or double-loop MCS (DL-MCS) [63] to provide reference results. The initial parameters of the proposed PBQO method are specified as: $c=4, n_{0}=15, \varepsilon^{\mathrm{BPI}}=0.01$ and $\varepsilon^{\mathrm{BGO}}=0.001$. It should be noted that the REF is three-dimensional, and hence we simply set $\alpha_{3}=1$ in order to visualize the results. As can be seen from Fig. 5(b), the COV of the MCS estimate is extremely small, indicting that we can take the MCS estimate as a reference result. From Figs. 5(a), 5(c) and 5(e), it is obvious that the proposed PBQO method can produce a much better REF estimate than the NIPI
and CABO methods. Besides, the posterior COV of the PBQO estimate is also much smaller than those by NIPI and CABO methods, as shown in Figs. 5(b), 5(d) and 5(f). As for the RS-HDMR component functions of the REF, we only give three first-order RS-HDMR component functions $\hat{m}_{1}\left(\alpha_{1}\right), \hat{m}_{2}\left(\alpha_{2}\right)$ and $\hat{m}_{3}\left(\alpha_{3}\right)$ as an illustration. It can be seen from Fig. 6 that for all the three component functions the proposed PBQO method can produce fairly good results, in comparison to these given by MCS. However, the NIPI and CABO methods perform much worse than PBQO, especially for $\hat{m}_{2}\left(\alpha_{2}\right)$. Tab. 4 compares the lower and upper bounds of the REF by different methods. As can be seen, the PBQO and CABO methods are able to yield desirable estimates with relatively small posterior COVs, while the NIPI method does not work well. It should be noted that the proposed method only requires 7.75 effective response function evaluations to produce the above results, which are less than those by NIPI and CABO.

Table 4: Response expectation bound for Example 2.

| Table 4: Response expectation bound for Example 2. |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | $\hat{m}_{l}$ | $\operatorname{COV}\left[\hat{m}_{l}\right] / \%$ | $\hat{m}_{u}$ | $\operatorname{COV}\left[\hat{m}_{u}\right] / \%$ | $N$ | $\frac{N}{c}$ |
| DL-MCS | 0.4953 | 0.87 | 2.5766 | 0.37 | $10^{6}$ | - |
| PBQO $(c=4)$ | 0.4583 | 0.35 | 2.5935 | 0.07 | $15+16=31$ | 7.75 |
| NIPI $(c=1)$ | 0.4160 | 15.94 | 2.6343 | 3.04 | $15+3=18$ | 18 |
| CABO $(c=1)$ | 0.4721 | 0.25 | 2.5866 | 0.08 | $15+24=39$ | 38 |

### 5.3. Example 3: A 56-bar spatial truss structure

The third example consists of a 56-bar spatial truss structure, as shown in Fig. 7. Nine vertical loads are applied to the structure at joints 1-9, which are denoted as $P_{1} \sim P_{9}$. The external loads $P_{1}-P_{9}$ are assumed to be uncertain, together with the elastic modulus $E$ and cross-sectional area $A$. These uncertainties are characterized by three kinds of models, which are summarized in Tab. 5. It can be seen that four intervals are involved and we denote them as $A_{1}=\left[\begin{array}{ll}20 & 30\end{array}\right] \mathrm{kN}, A_{2}=\left[\begin{array}{lll}30 & 40\end{array}\right] \mathrm{kN}, A_{3}=\left[\begin{array}{ll}200 & 220\end{array}\right]$ Gpa and $A_{4}=[150250] \mathrm{mm}^{2}$. The response of concern is selected as the vertical displacement of joint 1 , which can implicitly expressed as a function of $P_{1} \sim P_{9}, E$ and $A$, i.e., $Z=g\left(P_{1} \sim P_{9}, E, A\right)$.

| Table 5: Uncertainty characterization of input variables for Example 3. |  |  |  |
| :---: | :---: | :---: | :---: |
| Notation | Type | Unit | Mathematical model |
| $P_{2} \sim P_{9}$ | Random variable | kN | $\mathcal{L N}\left(20,4^{2}\right)$ |
| $P_{1}$ | P-box variable | kN | $\mathcal{L N}\left([2030],[3040]^{2}\right)$ |
| $E$ | Interval variable | GPa | $[200220]$ |
| $A$ | Interval variable | $\mathrm{mm}^{2}$ | $[150250]$ |

The proposed PBQO method is initialized with $c=4, n_{0}=20, \varepsilon^{\mathrm{BPI}}=0.02$ and $\varepsilon^{\mathrm{BGO}}=0.002$. Fig. 8 depicts the REF estimates by three methods and their corresponding posterior COVs, where we fix $\alpha_{3}$ and


Figure 5: Response expectation function for Example 2 by different methods ( $\alpha_{3}=1$ ).


Figure 6: First-order RS-HDMR component functions for Example 2 by different methods.
$\alpha_{4}$ at their midpoints, i.e., $\alpha_{3}=210$ Gpa and $\alpha_{4}=200 \mathrm{~mm}^{2}$. It is shown that the posterior COV of the PBQO estimate is much smaller that those by both NIPI and CABO methods, indicating that the proposed PBQO method is more reliable for capturing the REF. The results of four first-order HDMR component functions in Fig. 9 also imply that the proposed method has better accuracy than the NIPI and CABO methods. Besides, it is easy to know from Fig. 9 that the four intervals can be ranked as $A_{4}>A_{1}>A_{3}>A_{2}$


Figure 7: A 56-bar spatial truss structure.
in terms of their first-order importance to the REF. Through Tab. 6, one can find that for both lower and upper bounds of the REF the PBQO and CABO can yield better estimates than the NIPI, indicating by their posterior COVs. It should be emphasized that by taking advantage of parallel computing the effective response function calls required by the proposed PBQO method are much less than that of CABO.

Table 6: Response expectation bound for Example 3.

| Method | $\hat{m}_{l}$ | $\operatorname{COV}\left[\hat{m}_{l}\right] / \%$ | $\hat{m}_{u}$ | $\operatorname{COV}\left[\hat{m}_{u}\right] / \%$ | $N$ | $\frac{N}{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DL-MCS | 11.1793 | 2.11 | 35.2535 | 1.64 | $10^{4}$ | - |
| PBQO $(c=4)$ | 11.8785 | 0.23 | 35.4109 | 0.08 | $20+12=32$ | 8 |
| NIPI $(c=1)$ | 12.5791 | 4.74 | 34.4007 | 2.36 | $20+2=22$ | 22 |
| $\operatorname{CABO}(c=1)$ | 11.5818 | 0.12 | 35.3302 | 0.07 | $20+23=43$ | 43 |



Figure 8: Response expectation function for Example 3 by different methods ( $\alpha_{3}=210$ Gpa and $\alpha_{4}=200 \mathrm{~mm}^{2}$ ).


Figure 9: First-order RS-HDMR component functions for Example 3 by different methods.

## 6. Conclusions and perspectives

In this work, propagation of hybrid uncertainties in the form of precise random variables, parameterized p-boxes and interval variables is studied via Bayesian numerical analysis. The main contribution lies in the development of a novel method, termed 'Parallel Bayesian Quadrature Optimization', for estimation of response expectation function, its RS-HDMR component functions and bounds simultaneously. Compared to the state-of-the-art methods for propagating hybrid uncertainties, the proposed method has several significant advantages. First, the proposed method breaks the double-loop paradigm that typically propagates
aleatory and epistemic uncertainty separately in a nested way. That is, it can propagate both types of uncertainties simultaneously, and is a fully-decoupled procedure in nature, yielding a major improvement in computational efficiency. Second, the proposed method is able to exploit prior knowledge thanks to its Bayesian nature, and it also supports parallel computing, further leading to much higher computational efficiency. Third, the estimators (i.e., posterior means) of the response moment function and its RS-HDMR component functions are analytically derived, together with their posterior variances for indicating numerical errors.

While these advantages are encouraging, there are still some issues that need further study. For example, one should note that the analytical tractability of the proposed method is based on using the squared exponential kernel that is appropriate for modelling smooth and moderately nonlinear functions. This, however, is not always justified for a general practical problem. Besides, the proposed method relies on a total number of five acquisition functions, which could be reduced by developing more efficient Bayesian experimental design strategies. The proposed method could be extended to evaluate the second-order raw moment function, while more research efforts may still be required.

## Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

## Acknowledgments

Chao Dang is mainly supported by China Scholarship Council (CSC). Pengfei Wei is grateful to the support from the National Natural Science Foundation of China (grant no. 51905430 and and 72171194). Chao Dang, Pengfei Wei and Michael Beer also would like to appreciate the support of Sino-German Mobility Program under grant number M-0175.

## Appendix A. Derivation of the posterior variance for the first-order RS-HDMR component function

The posterior variance function $\sigma_{\hat{\mathcal{M}}_{i}}^{2}\left(v_{i}\right)$ for the first-order RS-HDMR function $\hat{\mathcal{M}}_{i}\left(v_{i}\right)$ can be given by:

$$
\begin{equation*}
\sigma_{\hat{\mathcal{M}}_{i}}^{2}\left(v_{i}\right)=\mathbb{V}_{\mathcal{D}}\left[\hat{\mathcal{M}}_{i}\left(v_{i}\right)\right]=\mathbb{V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})]\right]+\sigma_{\hat{\mathcal{M}}_{0}}^{2}-2 \mathbb{C O}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\hat{\mathcal{G}}(\boldsymbol{w})], \hat{\mathcal{M}}_{0}\right], \tag{A.1}
\end{equation*}
$$

where $\mathbb{C O V}_{\mathcal{D}}[\cdot, \cdot]$ refers to the covariance taken with respect to the posterior distributions of its arguments given data $\mathcal{D}$; the term $\sigma_{\hat{\mathcal{M}}_{0}}^{2}$ has been given in Eq. (17).

The term $\mathbb{V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})]\right]$ in Eq. (A.1) can be further deduced by applying Fubini's theorem such that:

$$
\begin{equation*}
\mathbb{V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})]\right]=\Pi_{-v_{i}} \Pi_{-v_{i}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-v_{i}^{\prime}}^{\prime}, v_{i}\right)\right)\right]-\Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1} \Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right] \tag{A.2}
\end{equation*}
$$

where the term $\Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \boldsymbol{\mathcal { W }})\right]$ has been given in Eq. (21); the term $\Pi_{-v_{i}} \Pi_{-v_{i}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-\left(d_{1}+i\right)}^{\prime}, v_{i}\right)\right)\right]$ can be derived as:

$$
\begin{align*}
& \Pi_{-v_{i}} \Pi_{-v_{i}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-\left(d_{1}+i\right)}^{\prime}, v_{i}\right)\right)\right] \\
= & s_{0}^{2}\left|2 \boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2}  \tag{A.3}\\
& \cdot 2^{\left(d_{2}-1\right)} \operatorname{prod}_{1}\left\{\operatorname{diag}\left\{\boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\left[-1+\exp \left[-\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\right)^{-1}\right]+\left(2 \pi^{-1} \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\right)^{-1 / 2} \operatorname{erf}\left(\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\right)^{-1 / 2}\right)\right]\right\}\right\} .
\end{align*}
$$

Likewise, the term $\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\hat{\mathcal{G}}(\boldsymbol{w})], \hat{\mathcal{M}}_{0}\right]$ in Eq. (A.1) can be formulated as:

$$
\begin{equation*}
\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\hat{\mathcal{G}}(\boldsymbol{w})], \hat{\mathcal{M}}_{0}\right]=\Pi_{-v_{i}} \Pi\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]-\Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \boldsymbol{\mathcal { W }})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1} \Pi\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \boldsymbol{\mathcal { W }})\right] \tag{A.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \Pi_{-v_{i}} \Pi\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right] \\
= & s_{0}^{2}\left|2 \boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \\
& \cdot 2^{\left(d_{2}-1\right)} \operatorname{prod}_{1}\left\{\operatorname{diag}\left\{\boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\left[-1+\exp \left[-\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\right)^{-1}\right]+\left(2 \pi^{-1} \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\right)^{-1 / 2} \operatorname{erf}\left(\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i}}\right)^{-1 / 2}\right)\right]\right\}\right\}  \tag{A.5}\\
& \cdot\left(\frac{\pi}{2}\right)^{1 / 2} \operatorname{prod}_{2}\left\{\left[\operatorname{erf}\left(\left(1-v_{i}\right)\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{i}}\right)^{-1 / 2}\right)-\operatorname{erf}\left(-v_{i}\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{i}}\right)^{-1 / 2}\right)\right] \boldsymbol{\Sigma}_{\boldsymbol{v}_{i}}^{1 / 2}\right\} .
\end{align*}
$$

## Appendix B. Derivation of the posterior variance for the second-order RS-HDMR component

 functionThe posterior variance function $\sigma_{\hat{\mathcal{M}}_{i j}}^{2}\left(v_{i}, v_{j}\right)$ for the second-order RS-HDMR component function $\hat{\mathcal{M}}_{i j}\left(v_{i}, v_{j}\right)$ can be formulated as:

$$
\begin{align*}
\sigma_{\hat{\mathcal{M}}_{i j}}^{2}\left(v_{i}, v_{j}\right)= & \mathbb{V}_{\mathcal{D}}\left[\hat{\mathcal{M}}_{i j}\left(v_{i}, v_{j}\right)\right] \\
= & \mathbb{V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})]\right]+\sigma_{\hat{\mathcal{M}}_{i}}^{2}\left(v_{i}\right)+\sigma_{\hat{\mathcal{M}}_{j}}^{2}\left(v_{j}\right)+\sigma_{\hat{\mathcal{M}}_{0}}^{2} \\
& -2 \mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})], \Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})]\right]-2 \mathbb{C O}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})], \Pi_{-v_{j}}[\mathcal{G}(\boldsymbol{w})]\right]  \tag{B.1}\\
& +2 \mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})], \Pi[\mathcal{G}(\boldsymbol{w})]\right]+2 \mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})], \Pi_{-v_{j}}[\mathcal{G}(\boldsymbol{w})]\right] \\
& -2 \mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})], \Pi[\mathcal{G}(\boldsymbol{w})]\right]-2 \mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-v_{j}}[\mathcal{G}(\boldsymbol{w})], \Pi[\mathcal{G}(\boldsymbol{w})]\right],
\end{align*}
$$

where the terms $\sigma_{\hat{\mathcal{M}}_{i}}^{2}\left(v_{i}\right)$ and $\sigma_{\hat{\mathcal{M}}_{j}}^{2}\left(v_{j}\right)$ can refer to Eq. (A.1); the term $\sigma_{\hat{\mathcal{M}}_{0}}^{2}$ has been derived in Eq. (17); the last two covariance terms $\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})], \Pi[\mathcal{G}(\boldsymbol{w})]\right]$ and $\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-v_{j}}[\mathcal{G}(\boldsymbol{w})], \Pi[\mathcal{G}(\boldsymbol{w})]\right]$ has been given in Eq. (A.4).

The term $\mathbb{V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})]\right]$ in Eq. (B.1) can be derived as:

$$
\begin{equation*}
\mathbb{V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})]\right]=\Pi_{-\boldsymbol{v}_{i j}} \Pi_{-\boldsymbol{v}_{i j}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-\boldsymbol{v}_{i j}^{\prime}}^{\prime}, \boldsymbol{v}_{i j}\right)\right)\right]-\Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1} \Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right] \tag{B.2}
\end{equation*}
$$

where the term $\Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$ has been given in Eq. (23); the term $\Pi_{-\boldsymbol{v}_{i j}} \Pi_{-\boldsymbol{v}_{i j}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-\boldsymbol{v}_{i j}^{\prime}}^{\prime}, \boldsymbol{v}_{i j}\right)\right)\right]$ can be derived as:

$$
\begin{align*}
& \Pi_{-\boldsymbol{v}_{i j}} \Pi_{-\boldsymbol{v}_{i j}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-\boldsymbol{v}_{i j}^{\prime}}^{\prime}, \boldsymbol{v}_{i j}\right)\right)\right] \\
= & s_{0}^{2}\left|2 \boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \\
& \cdot 2^{\left(d_{2}-2\right)} \operatorname{prod}_{1}\left\{\operatorname{diag}\left\{\boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\left[-1+\exp \left[-\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1}\right]+\left(2 \pi^{-1} \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1 / 2} \operatorname{erf}\left(\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1 / 2}\right)\right]\right\}\right\} . \tag{B.3}
\end{align*}
$$

The term $\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})], \Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})]\right]$ in Eq. (B.1) is formulated as:
$\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})], \Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})]\right]=\Pi_{-\boldsymbol{v}_{i j}} \Pi_{-v_{i}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-v_{i}^{\prime}}^{\prime}, v_{i}\right)\right)\right]-\Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \boldsymbol{\mathcal { W }})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1} \Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$,
where the terms $\Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$ and $\Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$ have been given in Eq. (23) and Eq. (21) respectively; the term $\Pi_{-\boldsymbol{v}_{i j}} \Pi_{-v_{i}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-v_{i}^{\prime}}^{\prime}, v_{i}\right)\right)\right]$ can be derived as:

$$
\begin{align*}
& \Pi_{-\boldsymbol{v}_{i j}} \Pi_{-v_{i}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-v_{i}^{\prime}}^{\prime}, v_{i}\right)\right)\right] \\
= & s_{0}^{2}\left|2 \boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \\
& \cdot 2^{\left(d_{2}-2\right)} \operatorname{prod}_{1}\left\{\operatorname{diag}\left\{\boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\left[-1+\exp \left[-\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1}\right]+\left(2 \pi^{-1} \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1 / 2} \operatorname{erf}\left(\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1 / 2}\right)\right]\right\}\right\} \\
& \cdot\left(\frac{\pi}{2}\right)^{1 / 2} \operatorname{prod}_{2}\left\{\left[\operatorname{erf}\left(\left(1-v_{j}\right)\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{j}}\right)^{-1 / 2}\right)-\operatorname{erf}\left(-v_{j}\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{j}}\right)^{-1 / 2}\right)\right] \boldsymbol{\Sigma}_{\boldsymbol{v}_{j}}^{1 / 2}\right\} . \tag{B.5}
\end{align*}
$$

Note that the term $\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})], \Pi_{-v_{j}}[\mathcal{G}(\boldsymbol{w})]\right]$ in Eq. (B.1) can be similarly derived as the term $\Pi_{-\boldsymbol{v}_{i j}} \Pi_{-v_{i}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-\left(d_{1}+i\right)}^{\prime}, v_{i}\right)\right)\right]$ given in Eq. (B.4).

The covariance term $\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})], \Pi[\mathcal{G}(\boldsymbol{w})]\right]$ in Eq. (B.1) can be formulated as:

$$
\begin{equation*}
\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-\boldsymbol{v}_{i j}}[\mathcal{G}(\boldsymbol{w})], \Pi[\mathcal{G}(\boldsymbol{w})]\right]=\Pi_{-\boldsymbol{v}_{i j}} \Pi\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]-\Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1} \Pi\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right] \tag{B.6}
\end{equation*}
$$

where the terms $\Pi\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$ and $\Pi_{-\boldsymbol{v}_{i j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$ have been given in Eq. (18) and Eq. 23 respectively; the term $\Pi_{-\boldsymbol{v}_{i j}} \Pi\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]$ can be derived as:

$$
\begin{align*}
& \Pi_{-\boldsymbol{v}_{i j}} \Pi\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right] \\
= & s_{0}^{2}\left|2 \boldsymbol{\Sigma}_{\boldsymbol{u}}^{-1}+\boldsymbol{I}\right|^{-1 / 2} \\
& \cdot 2^{\left(d_{2}-2\right)} \operatorname{prod}_{1}\left\{\operatorname{diag}\left\{\boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\left[-1+\exp \left[-\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1}\right]+\left(2 \pi^{-1} \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1 / 2} \operatorname{erf}\left(\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{-i j}}\right)^{-1 / 2}\right)\right]\right\}\right\} \\
& \cdot\left(\frac{\pi}{2}\right)^{2 / 2} \operatorname{prod}_{2}\left\{\left[\operatorname{erf}\left(\left(1-\boldsymbol{v}_{i j}\right)\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{i j}}\right)^{-1 / 2}\right)-\operatorname{erf}\left(-\boldsymbol{v}_{i j}\left(2 \boldsymbol{\Sigma}_{\boldsymbol{v}_{i j}}\right)^{-1 / 2}\right)\right] \boldsymbol{\Sigma}_{\boldsymbol{v}_{i j}}^{1 / 2}\right\} . \tag{B.7}
\end{align*}
$$

The covariance term $\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})], \Pi_{-v_{j}}[\mathcal{G}(\boldsymbol{w})]\right]$ in Eq. (B.1) can be formulated as:
$\mathbb{C O V}_{\mathcal{D}}\left[\Pi_{-v_{i}}[\mathcal{G}(\boldsymbol{w})], \Pi_{-v_{j}}[\mathcal{G}(\boldsymbol{w})]\right]=\Pi_{-v_{i}} \Pi_{-v_{j}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-v_{j}^{\prime}}^{\prime}, v_{j}\right)\right)\right]-\Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})^{\mathrm{T}}\right] \boldsymbol{K}_{0}^{-1} \Pi_{-v_{j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$,
where the terms $\Pi_{-v_{i}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$ and $\Pi_{-v_{j}}\left[\boldsymbol{k}_{0}(\boldsymbol{w}, \mathcal{W})\right]$ have been given in Eq. (21); the term $\Pi_{-v_{i}} \Pi_{-v_{j}}\left[k_{0}\left(\boldsymbol{w},\left(\boldsymbol{w}_{-v_{j}^{\prime}}^{\prime}, v_{j}\right)\right.\right.$ is actually equal to $\Pi_{-\boldsymbol{v}_{i j}} \Pi\left[k_{0}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)\right]$ as given in Eq. (B.7).
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