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Abstract 11 

This study introduces a new framework for optimizing Shell-and-Tube Heat Exchanger (STHE) 12 

layouts using a reliability-based design optimization (RBDO) approach. The framework combines 13 

a control variate-based surrogate model and a hybrid metaheuristic algorithm. The proposed hybrid 14 

algorithm, k-means clustering and whale optimization algorithm (kWOA), was evaluated using 15 

CEC’2020 and a case study for optimizing STHE design under static conditions. kWOA showed 16 

superior performance in minimizing STHE's total annual cost and solving benchmark functions 17 

effectively. In our case study, the RBDO framework optimized the STHE design under two 18 

scenarios with target failure probabilities of 1% and 5%, resulting in cost increases of 112% and 19 

82%, respectively, compared to deterministic optimization (DO). The integration of the RBDO 20 

approach with the STHE mathematical model, considering factors like inlet flow temperatures, 21 

mass flow rates, and fouling resistance, demonstrated the framework's ability to balance the trade-22 

off between cost and reliability under uncertainty. Hybrid control variate radial basis function 23 

(RBF) models and Monte Carlo Simulation (MCS) were used to assess safety levels, showing the 24 

RBDO framework's superiority in improving safety and significantly reducing failure probability 25 

from 89% to 1% and 5%. The RBDO framework offers a robust approach for designing STHEs 26 

that achieve optimal performance while ensuring high reliability under uncertain conditions. 27 

Keywords: Shell-and-tube heat exchangers (STHE); Reliability-based design optimization 28 

(RBDO); Whale optimization algorithm (WOA); Uncertainty conditions; Control variate radial 29 

basis function (RBF). 30 
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1. Introduction 31 

Heat exchangers are crucial in almost every industrial process. Their primary purpose is to recover 32 

energy and provide cooling and heating duties for process streams. Among the different available 33 

heat exchange technologies, the shell-and-tube heat exchanger (STHE) is the most widely used for 34 

industrial applications [1]. This success is a result of the fact that STHEs can operate in a wide 35 

range of temperatures and pressures, provide a good heat transfer area-to-volume ratio, and have 36 

standardized design and building procedures [2]. 37 

Concerning their design; Kern's method and the Bell-Delaware method are the two main design 38 

approaches employed to predict the thermo-hydraulic performance of STHEs. The first method 39 

considers the flow of a single stream that moves in a zig-zag pattern inside the shell side; the 40 

second methodology divides the flow into different sub-streams [2]. An illustrative representation 41 

of a STHE is shown in Fig. 1. Some common objective functions employed in the mono-objective 42 

minimization of STHE are the heat transfer area, total annual cost, area and volume footprint, and 43 

exchanger effectiveness [3]. Both design methodologies involve non-linear, non-continuous, and 44 

non-differentiable equations; furthermore, they depend on a combination of continuous and 45 

discrete design variables. This complicates the application of algorithmic design optimization 46 

procedures. Indeed, due to the non-convexity and mixed-integer nature of the optimization 47 

problem, metaheuristic algorithms are arguably the most appropriate class of methods for finding 48 

the optimal STHE design. 49 

 50 

Fig. 1. Representation of the sub-streams produced in shell-side, considered in Bell-Delaware 51 

method. 52 

1.1. Literature review 53 
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Optimization is a procedure that allows finding the best solution according to one or multiple 54 

criteria employing the least possible resources. In industry, it is possible that process equipment 55 

with different operative and geometrical characteristics can perform the same task. STHEs are not 56 

an exemption in this context. As a result, the design of this equipment can be optimized according 57 

to multiple objective functions. Caputo et al. (2022) compared various objective functions for the 58 

optimization of STHE. They point out that the best option, regarding costs and performance of 59 

STHEs is the utilization of a total cost-based objective function because it considers minimizing 60 

the heat transfer area and reducing the pressure loss. The works reported in this literature review 61 

only include cost-related objective functions [3]. 62 

The optimization process of STHEs was originally proposed with a trial-and-error procedure [1]. 63 

Later, researchers started to apply deterministic and metaheuristic optimization methods to obtain 64 

the best designs automatically. Mizutani et al. proposed an optimization model for the design of 65 

STHEs based on generalized disjunctive programming, and it is formulated as mixed-integer non-66 

linear programming (MINLP). The model contains correlations from the Bell-Delaware method 67 

to estimate the heat transfer coefficient and the pressure drop in the shell side, and the total annual 68 

cost is used as the objective function [4]. Ponce-Ortega et al. [5] did a MILNP formulation for the 69 

optimal design of 1-2 STHEs employing the investment cost as optimization criteria. Onishi et al. 70 

[6] developed a MINLP model for the optimization of STHEs using the Bell-Delaware method, 71 

following TEMA standards rigorously. A sequential optimization approach of partial objective 72 

targets is proposed as a strategy to solve the optimization problem. It is noticeable that a 73 

deterministic method is simple and fast because it starts with a solution and moves it toward an 74 

optimum. However, the initial solution greatly affects the quality of the final solution, and there is 75 

a high chance of getting stuck in local optima. These are sub-optimal solutions that look like the 76 

best ones in a search space, but they are not. The problem is that we do not know how many times 77 

we need to run the optimizer with different initial solutions to find the best one.  78 

Due to the high non-linearity and mixed-integer nature of the optimization problem of the design 79 

of STHEs, metaheuristic optimization algorithms have been employed. These algorithms are 80 

gradient-free methods that use stochastic variables in their structure to escape from local optima 81 

[7], maintaining a balance between exploration and exploitation. Exploration refers to the ability 82 

to generate candidate solutions in various regions of the search space, while exploitation is the 83 
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capacity to obtain a high-quality solution in a specific region [8]. Metaheuristic algorithms can be 84 

categorized into four groups: evolution-based, swarm intelligence-based, physics-based, and 85 

human-related [9]. Various algorithms from each category, including Genetic Algorithm [5,10–86 

12][5,10–12], Differential Evolution [13,14], and several physics-based optimization algorithms 87 

[15], have been used to optimize the design of STHEs. 88 

Building on this foundation, the multi-objective optimization of heat exchangers has also been 89 

explored. Nascimento et al. utilized a Random Vector Functional Link (RVFL) network and the 90 

Non-Dominated Sorting Genetic Algorithm III (NSGA-III) for the design of plate-fin heat 91 

exchangers, focusing on maximizing effectiveness while minimizing volume and pressure drop 92 

[16]. Colaço et al. [17] employed the Non-dominated Sorting Genetic Algorithm with 93 

Reinforcement Learning (NSGA-RL), NSGA-II, and Constrained Non-dominated Sorting Genetic 94 

Algorithm (CNSGA) algorithms to optimize double-pipe heat exchangers with perforated baffles, 95 

aiming to maximize the thermal performance index (TPI) and Nusselt number while minimizing 96 

the Fanning friction factor. Hamed et al. [18] applied genetic algorithms to optimize a three-fluid 97 

heat exchanger, seeking to minimize entropy generation and maximize effectiveness. Table 1 98 

collects some studies where different metaheuristic algorithms were applied to optimize the design 99 

of STHEs according to one or multiple objectives. It shows the algorithm(s) used and the main 100 

result.  101 

Table 1. Review of studies on the optimization of STHEs using metaheuristic techniques. 102 

Author Algorithm Objective function Results 

Sadeghzadeh et 

al. [10] 

 PSO Total cost1 Compared to GA, PSO was a more 

effective option for two investigated 

case studies. 

Lara-Montaño 

et al. [19] 

GWO, 

PSO 

Total anual cost2 The study created a virtual 

environment that can improve the heat 

transfer and fluid flow of STHE. The 

optimization methods thier used 

reached the vicinity of the best 

solutions. 

Hajabdollahi et 

al. [20] 

NSGA-II Total cost, exergy 

efficiency 

The study determined the design 

variables that had the most impact. 
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Moreover, the study used GAs to 

perform multi-objective optimization 

and enhance the STHE performance. 

Lara-Montaño 

et al. [21] 

DE, GA, 

PSO, CS, 

WOA, 

TLBO, 

UMDA 

Total annual cost A comparison of the performance of 

different optimization algorithms to 

solve the optimization problem of 

designing an STHE with the minimum 

total annual cost is presented. They 

found that PSO can converge in the 

region of the best solution in a limited 

number of experiments. 

Şencan Şahin et 

al. [22] 

ABC Total annual cost The total cost is significantly lower 

when compared with conventional 

methods that rely on trial and error. 

Asadi et al. [23] CSA Total annual cost Its implementation generates a 

reduction of 77% and 48% for 

operation cost compared to PSO and 

GAs, respectively. 

Nascimento et 

al. [16] 

RVFL 

network, 

NSGA-III 

Maximize 

effectiveness, 

minimize volume and 

pressure drop 

Enhanced thermal performance in 

PFHE design with reduced processing 

time 

Colaço et al. 

[17] 

NSGA-

RL, 

NSGA-II, 

CNSGA 

Maximize TPI and 

Nusselt number, 

minimize Fanning 

friction factor 

NSGA-RL outperforms in TPI 

improvement and non-dominated 

solutions 

Hamed et al. 

[18] 

Genetic 

algorithms 

Minimize entropy 

generation, maximize 

effectiveness 

Optimal mass flow rates for three 

streams to maximize effectiveness 

1 Includes the initial capital cost and the operating cost.; 2 Includes the capital cost, annual capital cost, and annual 103 
operating cost. 104 

As is shown, the study of the optimization of the design of STHE from an economic point of view 105 

has been addressed using different metaheuristic algorithms. However, none of these works 106 

consider real operating conditions where variables such as the inlet and outlet temperatures or flow 107 
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rate can vary due to other components of the processing system or environmental causes, or the 108 

case where these are inherently uncertain. As pointed out in [24], an adequate methodology to 109 

design STHEs comprehends not only to minimize or maximize the value of the objective function 110 

but also to find a reliable design with a low sensitivity due to changes or uncertainties in operating 111 

conditions. 112 

1.2 Contribution of this work 113 

In addressing the optimization of STHE design, the literature has primarily focused on the Bell-114 

Delaware method to consider various substreams and thermo-hydraulic non-ideal phenomena 115 

within the shell-side. However, these studies often treat the STHE operation as static, neglecting 116 

real-world operational fluctuations. Our review indicates that few studies have explored these 117 

operational variances. This paper contributes to the existing research by presenting a composite 118 

metaheuristic optimization algorithm that not only acknowledges these variations but also targets 119 

the intricate search space associated with STHE design—a task that demands judicious algorithm 120 

selection due to its complexity. 121 

The proposed algorithm amalgamates several strategies to outperform common methods reported 122 

in the literature, advancing the capabilities of STHE design optimization even further into the 123 

domain of reliability-based design optimization (RBDO). This work applies RBDO to STHE 124 

design, aiming for robustness against natural variations and uncertainties, which are scarcely 125 

investigated in references [24–26]. 126 

Moreover, we introduce a novel stochastic optimization framework that merges the k-means 127 

classification technique with the Whale Optimization Algorithm (WOA) [27]. This integration is 128 

tailored to improve the design process of STHEs. Notably, enhancements to the WOA algorithm 129 

have been confirmed by studies [18,28–31] to yield superior convergence and competitive results 130 

compared to other state-of-the-art algorithms. The basic WOA algorithm has been employed to 131 

optimize STHE design with poor results [21]. To enhance WOA's exploitation phase and address 132 

its limitations, our study presents a new variant termed kWOA. 133 

Additionally, this paper proposes a hybrid radial basis function (RBF) coupled with the control 134 

variate technique and Monte Carlo Simulation (MCS) to determine the optimal design of STHEs 135 

under uncertainty, ensuring a safe and optimal design. 136 
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The paper is organized as follows: Section 2 explicates the STHE design problem and discusses 137 

the proposed optimization methods, including the hybrid WOA model for deterministic 138 

optimization and the RBDO framework. Section 3 introduces a case study illustrating the STHE 139 

design. Section 4 presents numerical and graphical results validating the robustness and efficiency 140 

of our proposed methods. Section 5 concludes the paper with a summary of our findings. 141 

2. Methodology  142 

This section outlines the methodology for modeling and optimizing STHEs. We employ the Bell-Delaware 143 

method for shell-side calculations, which accounts for various sub-streams and correction factors for 144 

different effects such as baffle configuration and leakages. The optimization problem involves minimizing 145 

the TAC subject to constraints on pressure drops, fluid velocity, and geometric ratios, with the aim of 146 

achieving an efficient and cost-effective design for STHEs. 147 

2.1. Shell-and-tube heat exchanger modeling 148 

The heat transfer area of a shell-and-tube heat exchanger is calculated using equation (1), where 149 

𝑄 is the heat duty, 𝑈 is the overall heat transfer coefficient, and 𝑇𝐿𝑀𝑇𝐷 is the logarithmic mean 150 

temperature difference. In the calculation of the global heat transfer coefficient, shown in equation 151 

(2), it is required the thermal conductivity of the material of the tube, 𝑘𝑤, the fouling factors for 152 

tube-side and shell-side, 𝑅𝑓,𝑡 and 𝑅𝑓,𝑠, respectively. Also, the convective heat transfer coefficient 153 

on the tube side, ℎ𝑡, the convective heat transfer coefficient on the shell side, ℎ𝑠, and the inner and 154 

outlet tube diameters 𝑑𝑖 and 𝑑𝑜, respectively. 155 

𝐴 =
𝑄

𝑈𝐹𝑡𝑇𝐿𝑀𝑇𝐷
 

(1) 

𝑈 =
1

1
ℎ𝑠

+ 𝑅𝑓,𝑠 +
𝑑𝑜 ln (

𝑑𝑜
𝑑𝑖

)

2𝑘𝑤
+

𝑑𝑜
𝑑𝑖

(𝑅𝑓,𝑡 +
1
ℎ𝑡

)

 
(2) 

Equation (3) is used to estimate the length of tubes, where 𝑁𝑡 is the total number of tubes. 156 

𝐿 =
𝐴

𝜋𝑑𝑜𝑁𝑡
 

(3) 

2.2.1 Shell-side calculations 157 
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The Bell-Delaware method is employed to predict the thermo-hydraulic variables. This method 158 

considers the generation of sub-streams inside the shell. Equation (4) is used to calculate the 159 

convective heat transfer coefficient, ℎ𝑠, which depends on the ideal convective heat transfer 160 

coefficient, ℎ𝑖𝑑, that only considers the principal stream in the shell-side and five correction 161 

factors. 𝐽𝑐 is the correction factor that accounts for the baffle configuration and considers the heat 162 

transfer in the window section. 𝐽𝑙 is the correction factor that takes into consideration the shell-to-163 

baffle and tube-to-baffle leakages, thereby correcting for baffle leakage effects. Jb is the correction 164 

factor that corrects for bundle and pass partition bypass streams. 𝐽𝑠 is the correction factor that 165 

accounts for the baffle spacing at the inlet and outlet sections. Finally, 𝐽𝑟 is the correction factor 166 

that corrects for adverse temperature gradient at laminar flow [2]. 167 

ℎ𝑠 = ℎ𝑖𝑑𝐽𝑐𝐽𝑙𝐽𝑏𝐽𝑠𝐽𝑟 (4) 

The calculation of the ideal convective heat transfer coefficient is performed with equation (5), 168 

where 𝑃𝑟𝑠 is the Prandtl number in shell-side, 𝐶𝑝𝑠 is the heat capacity, 𝑗 is the Colburn factor, and 169 

Ao,cr is the crossflow area at or near the shell centerline for one crossflow section. The variable 𝑗 170 

is obtained with equation (6), where 𝑃𝑡 is the pitch of tubes, 𝑅𝑒𝑠 is the Reynolds number in shell-171 

side, and 𝑎 is obtained with equation (7). The constants 𝑎1, 𝑎2, 𝑎3, and 𝑎4 depend on the layout 172 

angle and the value of the Reynolds number; the values for these constants can be found in [12].  173 

ℎ𝑖𝑑 = 𝑗
𝐶𝑝𝑠𝑃𝑟𝑠

−2/3

𝐴𝑜,𝑐𝑟
 

(5) 

j = 𝑎1 (
1.33

𝑃𝑡/𝑑𝑜
)𝑎𝑅𝑒𝑠

𝑎2 
(6) 

𝑎 =
𝑎3

1 + 0.14𝑅𝑒𝑠
𝑎4 

(7) 

The correction factor for baffle configuration is calculated with the equation (8). 𝐹𝑐 is the fraction 174 

of the total number of tubes in the crossflow section.  175 

𝐽𝑐 = 0.55 + 0.72𝐹𝑐 (8) 

The factor that considers the leakages in the shell side is obtained employing the equation (9). 176 

The variables 𝑟𝑠 and rmare computer according to equations (10) and (11), respectively. 𝐴𝑜,𝑠𝑏 177 

and 𝐴𝑜,𝑡𝑏 are the shell-to-baffle leakage area and the tube-to-baffle leakage area, respectively. 178 

𝐽𝑙 = 0.44(1 − 𝑟𝑠) + [1 − 0.44(1 − 𝑟𝑠)] exp(−2.2𝑟𝑙𝑚) (9) 
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𝑟𝑠 =
𝐴𝑜,𝑠𝑏

𝐴𝑜,𝑠𝑏 + 𝐴𝑜,𝑡𝑏
 

(10) 

𝑟𝑙𝑚 =
𝐴𝑜,𝑠𝑏 + 𝐴𝑜,𝑡𝑏

𝐴𝑜,𝑐𝑟
 

(11) 

The correction factor 𝐽𝑏 is computed with equation (12), where 𝑟𝑏 is the relation between the flow 179 

area available for bypass streams and the crossflow open area at or near the shell centerline, and 180 

𝑁𝑠𝑠
+  is the ratio between the number of sealing strip pairs and the number of tube rows crossed 181 

during flow through one crossflow section. 𝑪 is a parameter that depends on the value of the 182 

Reynolds number [2]. 183 

𝐽𝑏 = {
1 𝑓𝑜𝑟   𝑁𝑠𝑠

+ ≥ 0.5

exp(−𝐶𝑟𝑏[1 − (2𝑁𝑠𝑠
+)1/3]) 𝑓𝑜𝑟   𝑁𝑠𝑠

+ < 0.5
 

(12) 

Equation (13) is used to calculate the value of the correction factor 𝐽𝑠. Where 𝑁𝑏 is the number of 184 

baffles, Li
+ = Lb,i/Lb,c and 𝐿𝑜

+ = 𝐿𝑏,𝑜/𝐿𝑏,𝑐. 𝐿𝑏,𝑐 is the central baffle spacing, 𝐿𝑏,𝑜 is the baffle 185 

spacing at the outlet region, and 𝐿𝑏,𝑖 is the baffle spacing at the inlet region.  186 

𝐽𝑠 =
𝑁𝑏 − 1 − (𝐿𝑖

+)(1−𝑛) + (𝐿𝑜
+)(1−𝑛)

𝑁𝑏 − 1 + 𝐿𝑖
+ + 𝐿𝑜

+  
(13) 

And the last correction factor, 𝐽𝑟, is computed employing the equation (14), 𝑁𝑟,𝑐 is the sum of the 187 

number of rows crossed during flow through one crossflow section between baffle tips and the 188 

number of effective rows in crossflow in the window section.  189 

𝐽𝑟 = {

1 𝑓𝑜𝑟 𝑅𝑒𝑠 ≥ 100

(
10

𝑁𝑟,𝑐
)

0.18

𝑓𝑜𝑟 𝑅𝑒𝑠 ≤ 20
 

(14) 

To predict the value of the pressure drop in shell-side, equation (15) is used. The variables in 190 

equation (15) include Δ𝑝𝑏,𝑖𝑑 and  Δ𝑝𝑤,𝑖𝑑, which represent the ideal pressure drop in the central 191 

section and the ideal window pressure drop, respectively. Other variables include 𝑁𝑏, which 192 

denotes the number of baffles, 𝑁𝑟,𝑐𝑤, which represents the number of effective tube rows in 193 

crossflow in the window section, and 𝑁𝑟,𝑐𝑐, which indicates the number of tube rows crossed 194 

during flow through one crossflow section between baffle tips. Correction factors are also taken 195 

into consideration, which include 𝜁𝑏 , 𝜁𝑙 and 𝜁𝑠. These factors account for tube-to-baffle and baffle-196 
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to-shell leakage, bypass flow, and for the inlet and outlet sections having different spacing from 197 

the central section. For further details on the computation of these variables, please refer to [2]. 198 

Δ𝑃𝑠 = [(𝑁𝑏 − 1)Δ𝑝𝑏,𝑖𝑑ζ𝑏 + 𝑁𝑏Δ𝑝𝑤,𝑖𝑑]ζ𝑙 + 2Δ𝑝𝑏,𝑖𝑑 (1 +
𝑁𝑟,𝑐𝑤

𝑁𝑟,𝑐𝑐
) ζ𝑏ζ𝑠

 (15) 

2.2.2 Tube-side calculations 199 

According to equation (2), it is necessary to calculate ℎ_𝑡 to obtain the overall heat transfer 200 

coefficient. The calculation of ℎ𝑡depends on the value of the Reynolds number in tube-side, 𝑅𝑒𝑡. 201 

If 𝑅𝑒𝑡 < 2300 the equation (16) is employed. If 𝑅𝑒𝑡 ≥ 2300 and 𝑅𝑒𝑡 < 10,000, the equation (17) 202 

is used. For greater values of 𝑅𝑒𝑠, the heat transfer coefficient on tube-side is computed with 203 

equation (18). 𝑓𝑡 is the Darcy friction factor.  204 

ht =
kt

di
[1.86 (

𝑅𝑒𝑡𝑃𝑟𝑡𝑑𝑖

𝐿
)

(1/3)

] (16) 

ℎ𝑡 =
𝑘𝑡

𝑑𝑖

[
 
 
 𝑓𝑡

2 𝑅𝑒𝑡𝑃𝑟𝑡

1.07 + 12.7 (
𝑓𝑡
2)

0.5

(𝑃𝑟𝑡
2/3

− 1)]
 
 
 

      (17) 

ℎ𝑡 =
𝑘𝑡

𝑑𝑖
𝑅𝑒𝑡

0.8𝑃𝑟𝑡
1/3

(
μ𝑡

μ𝑤
)
0.14

 (18) 

The pressure drop in tube side is obtained with equation (19). Where ρ𝑡 is the density of the fluid, 205 

𝑣𝑡 is the velocity of the fluid in the tubes, 𝑁𝑝 is the number of tube passes [1]. 206 

Δ𝑃𝑡 =
𝜌𝑡𝑣𝑡

2

2
(
𝐿

𝑑𝑖
𝑓𝑡 + 4)𝑁𝑝 (19) 

2.2.3 Total annual cost estimation 207 

The total annual cost (TAC) is employed as the objective function, it consists of the sum of the 208 

annualized cost of the equipment, 𝐶𝑐, and the operating cost, 𝐶𝑜𝑝. The annualized cost of the 209 

equipment depends on the heat transfer area and is obtained with equation (20). 𝐶𝑀, 𝐶𝑃 and 𝐶𝑇 are 210 

factors whose value depends on the construction material, operating pressure, and operating 211 

temperature, respectively. 𝑟 is the interest rate, and 𝑛 is the projected lifetime. The interest rate is 212 

5%, and the projected lifetime 20 years. Also, the values for 𝐶𝑀, 𝐶𝑃 and 𝐶𝑇 are 1.7, 1.0, and 1.0. 213 
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Cc = (3.28e4(
𝐴

80
)
0.68

𝐶𝑀𝐶𝑃𝐶𝑃)
r(1 + r)𝑛

(1 + 𝑟)𝑛 − 1
 (20) 

Equation (21) is used to calculate the operating cost. It depends on the pumping powers required 214 

in hot and cold sides. 𝐸𝑠 and 𝐸𝑡 are the pumping power in the shell-side and tube-side, respectively. 215 

𝐸𝑐 is the cost of energy, and 𝐻𝑟 is the number of working hours per year. The cost of electricity is 216 

taken as 0.1 USD/kWh and the pumping efficiency is 0.85. 217 

Cop =
(Es + Et)EcHr

1000
 (21) 

2.2.4 Optimization problem 218 

As mentioned, the objective function is the TAC that must be minimized. The optimization 219 

problem depends on eleven decision variables. Seven decision variables are continuous, and four 220 

are discrete. A range of valid values is given for each continuous decision variable; this is shown 221 

in Table 2. The allowed values for discrete decision variables are given in Table 3.  222 

Table 2. Range of valid values for continuous decision variables. 223 

Design variable  Lower bound Upper bound 

Diameter of shell 𝐷𝑠 300 mm 1,500 mm 

Outer diameter of tube 𝑑𝑜 6.35 mm 50.8 mm 

Baffle spacing at center 𝐿𝑏𝑐 0.2𝐷𝑠 0.55𝐷𝑠 

Baffle spacing at the center 𝐿𝑏𝑜, 𝐿𝑏𝑖 𝐿𝑏𝑐 1.6𝐿𝑏𝑐 

Baffle spacing at the inlet and outlet 𝛿𝑡𝑏 0.01𝑑𝑜 0.1𝑑𝑜 

Diametrical clearance of shell-to-baffle 𝛿𝑠𝑏 0.01𝐷𝑠 0.1𝐷𝑠 

Outer diameter of tube bundle 𝐷𝑜𝑡𝑙 0.8(𝐷𝑠 − 𝛿𝑠𝑏) 0.95(𝐷𝑠 − 𝛿𝑠𝑏) 

 224 

Table 3. Allowed values for discrete decision variables. 225 

Design variable  Allowed values 

Tube pitch 𝑃𝑡 [1.25𝑑𝑜, 1.5𝑑𝑜] 

Tube layout angle 𝑇𝐿 [30º, 45º, 90º] 

Baffle cut 𝐵𝑐 [25%, 30%, 40%, 45%] 

Number of tube passes 𝐵𝑐 [1, 2, 3] 

 226 
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Additionally, some geometric and operative constraints are applied. These are shown in equations 227 

(22)-(24). The pressure drop on both sides must be smaller than 70,000 Pa, the fluid velocity on 228 

tube-side must be between 0.5 𝑚/𝑠 and 1.5 𝑚/𝑠, and the ratio between the length of the tubes and 229 

the internal diameter of the shell must be lower than 15. If a constraint is violated, the value of the 230 

objective function is penalized.  231 

Δ𝑃𝑠, Δ𝑃𝑡 ≤ 70,000 𝑃𝑎 (22) 

0.5 𝑚/𝑠 ≤ 𝑣𝑡 ≤ 3 𝑚/𝑠  (23) 

𝐿/𝐷𝑠 < 15 (24) 

The optimization problem is shown in equation (25), it consists of one objective function to 232 

minimize, five geometric and operative constraints, and a set of constraints for each decision 233 

variable. 𝑑𝑣 is referred to the 𝑖 decision variable, 𝑙𝑏 and 𝑢𝑏 are vectors that contain the lower and 234 

upper admissible values for the decision variables, respectively.  235 

𝑚𝑖𝑛
x

 𝑇𝐴𝐶(𝑥) 

(25) 

𝑠. 𝑡. Δ𝑃𝑠 ≤ 70,000 𝑃𝑎 

 Δ𝑃𝑡 ≤ 70,000 𝑃𝑎 

 𝑣𝑡 ≥ 0.5 

 𝑣𝑡 ≥ 3 

 𝐿/𝐷𝑠 < 15 

 𝑑𝑣𝑖 > 𝑙𝑏𝑖 

 𝑑𝑣𝑖 < 𝑙𝑏𝑖 

 236 

2.2 Proposed k-means-based algorithm 237 

In this section, we introduce a novel k-means-based algorithm that combines the WOA with k-238 

means clustering to enhance the optimization process for STHEs. The WOA, inspired by the 239 

hunting behavior of killer whales, employs mechanisms such as encircling prey, spiral bubble-net 240 

feeding maneuvers, and searching for prey to update candidate solutions. To address the limitations 241 

of WOA, such as its low exploitation ability and potential to get stuck at local optima, we integrate 242 

the k-means clustering algorithm. This algorithm divides the population of search agents into 243 

clusters, allowing for more focused exploration and exploitation within the design space.  244 

2.2.1. Whale optimization algorithm  245 
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The WOA was developed by Mirjalili and Lewis in [27]. This optimization algorithm emulates 246 

the hunting of killer whales that consists of encircling the prey, spiral bubble-net feeding 247 

maneuvers, and searching for the prey.  248 

As with most metaheuristic optimization algorithms, the WOA starts generating random candidate 249 

solutions within the imposed limits for the design variables. According to the source of inspiration 250 

for this optimization algorithm, each candidate solution is represented by a whale, and the prey is 251 

the optimum solution. The first phase employed to update the solutions consists of encircling the 252 

prey. In nature, humpback whales can identify the position of their prey; however, it is impossible 253 

to know a priori the values of the elements of the solution vector. The WOA assumes that the 254 

current best candidate solution is the target prey or at least that it is close to the optimum. Once 255 

the best current candidate solution is identified, the other search agents update their positions 256 

according to equations (26) and (27). Where 𝑡 is referred to the current iteration, 𝐴, and 𝐶 are 257 

vectors of coefficients, �⃗�∗ is the vector for the current best candidate solution of the iteration 𝑡, �⃗� 258 

is a vector of each candidate solution, | | represents the absolute value, and ⋅ is the operator for 259 

element-by-element multiplication. 260 

�⃗⃗⃗� = |𝐶 ⃗⃗⃗⃗ ⋅  𝑋∗⃗⃗ ⃗⃗⃗(𝑡) − �⃗�(𝑡)| (26) 

�⃗�(𝑡 + 1) = �⃗�∗(𝑡) − 𝐴�⃗⃗⃗� (27) 

The vectors of coefficients 𝐴 and 𝐶 are calculated according to the equations (28) and (29). Where 261 

𝑎 a parameter that linearly decreases from 2 to 0 in the iterative process, and 𝑟 is a vector whose 262 

elements are random numbers from 0 to 1. As 𝑎 decreases in the iterative process, the transition 263 

from exploration to exploitation takes place.  264 

𝐴 =  2�⃗�  ⋅ 𝑟  − �⃗� (28) 

𝐶  =  2 ⋅  𝑟 (29) 

WOA was developed to perform the exploration and exploitation phases employing different 265 

operators. The designers of this optimization algorithm named the exploitation phase the bubble-266 

net attacking method and the exploration phase the search for prey. The bubble-net attack method 267 

consists of (i) the shrinking encircling mechanism that is obtained by the decrementing of the 268 

parameter 𝑎 from 2 to 0 in equation (28), and (ii) the spiral updating position where equation (30) 269 

is employed to mimic the helix-shaped movement of humpback whales. Equation (31) indicates 270 
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the distance between the prey and a candidate solution, 𝑏 is a constant used to define the shape of 271 

the spiral, and 𝑙 is a random number between -1 and 1. 272 

�⃗�(𝑡 + 1) = 𝐷′⃗⃗⃗⃗⃗ ⋅ 𝑒𝑏𝑙 ⋅ 𝑐𝑜𝑠(2𝜋𝑙) + �⃗�∗(𝑡) (30) 

𝐷′⃗⃗⃗⃗⃗ = |�⃗�∗(𝑡)  − �⃗�(𝑡)| (31) 

Humpback whales use both patterns to swim around the prey. To model this behavior, it is assumed 273 

that in the updating process, equations (27) and (30) have the same probability to be chosen. 274 

The search for prey mechanism occurs when the |𝐴| ≥ 1; this occurs in the first half of the iterative 275 

process has passed. Furthermore, equations (32) and (33) are used to enhance the search space 276 

exploration to update the candidate solutions. A random solution, 𝑋𝑟𝑎𝑛𝑑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  is selected from the 277 

current population of candidate solutions. 278 

�⃗⃗⃗� = |𝐶 ⋅ 𝑋𝑟𝑎𝑛𝑑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ − �⃗�| (32) 

�⃗�(𝑡 + 1) = 𝑋𝑟𝑎𝑛𝑑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ − 𝐴 ⋅ �⃗⃗⃗� (33) 

The equations that influence the updating mechanism through the iterative process are selected 279 

depending on the value of 𝐴. If |𝐴| < 1, the candidate solutions are updated according to the 280 

bubble-net attack method; otherwise, the search for prey mechanism is applied. 281 

As previously stated, the WOA has a superior ability to explore the design space and find 282 

promising solutions. However, the WOA also has some limitations, which are outlined below: 283 

 However, the WOA may have low exploitation ability, which can result in solutions with 284 

low accuracy for the challenging, high-dimensional optimization problem. 285 

 Additionally, while WOA is effective in avoiding local optima and has good global 286 

search capability, it can still get stuck at local optima. 287 

 The three social behavior models used in WOA may create an imbalance between the 288 

exploration and exploitation stages, leading to decreased solution accuracy. 289 

Nonetheless, the WOA has increased researchers' interest in solving challenging, high-dimensional 290 

optimization problems [28–34]. To further improve its performance and efficiency in solving real-291 

world problems, particularly the design problem of STHEs, the main motivation of the study is to 292 

integrate a clustering algorithm, with the WOA. 293 

2.2.2. K-means clustering algorithm 294 
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In addition to the importance of optimization techniques, data analysis is an important area for 295 

researchers to explore. One of these techniques is clustering, which provides insight into the 296 

underlying structure of the data. The k-means technique is one of the most popular clustering 297 

algorithms. It was first introduced in [35]. The main task of the k-means algorithm is to divide data 298 

into subgroups based on a distance metric between points from together. The main steps of the k-299 

means algorithm are outlined below: 300 

 The first step is defining the number of subgroups, followed by randomly selecting their 301 

centroids. 302 

 Then, the Euclidean distance between the points and the centers is calculated, and the 303 

points are grouped based on their nearest center. New centers are then determined based 304 

on the groupings. 305 

 The process of changing the centers of the groups continues until their positions are fixed. 306 

A squared error function that serves as the objective function, shown in equation (34), is minimized 307 

during this process. 308 

𝐽 ∑∑||||𝑥𝑖
𝑗
− 𝑐𝑗||

𝑐𝑖

𝑗=1

𝑐

𝑖=1

||2 

(34) 

In which, ||𝑥𝑖
𝑗
− 𝑐𝑗|| represents the Euclidean distance between two points 𝑥𝑖 and 𝑐𝑗. 𝑥𝑖 and 𝑐𝑗 are 309 

the number of data points and cluster centers.  310 

 311 

2.2.3. K-means based whale optimization algorithm 312 

The hybrid algorithm proposed in this study is based on the main idea presented in [36], in which 313 

the performance of GWO was improved. In the k-means-based WOA, after initializing the first 314 

population of search agents. The population is divided into two clusters using the K-means 315 

algorithm, after which the fitness of solutions is computed for each cluster separately. Once the 316 

population is classified into two clusters, a condition is introduced that depends on a random 317 

number between 0 and 1. If the random value is greater than 0.5, the algorithm operates on the 318 

population clusters based on their fitness. Within this condition, the fitness values of both clusters 319 

are compared, and if the fitness of cluster 1 is lower than that of cluster 2, the search agents' 320 
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position is set to cluster position 1 and vice versa. However, if the random number is less than or 321 

equal to 0.5, the algorithm operates on the original population without clustering. 322 

2.2.4. Reliability-based design optimization approach 323 

The RBDO problem is commonly defined as an optimization problem with dynamic probabilistic 324 

constraints, which can be expressed as shown in expression (35) [26,37]: 325 

Minimize  𝑓 (𝒅) 

Subject to  𝑃𝑓,𝑖[𝐺𝑖(𝑿, 𝒅) ≤ 0] ≤ 𝑃𝑓,𝑖
𝑡  , 𝑖 = 1,… ,𝑁 

                     𝒅𝑙 ≤ 𝒅 ≤ 𝒅𝑢 

(35) 

where X= {𝑿,𝑖}𝑖=1

𝑚
and d= {𝒅𝑖}𝑖=1

𝑛  represent the vectors of random and design variables, 326 

respectively. 𝑓 is the objective function (e.g., mass, volume, and cost), {𝐺𝑖}𝑖=1
𝑁  and {𝑃𝑓,𝑖}𝑖=1

𝑁
are the 327 

limit state function (LSF) of the i-th probabilistic constraint and the corresponding failure 328 

probability, respectively. In the equation, {𝑃𝑓,𝑖
𝑡 }

𝑖=1

𝑁
 represents the desired failure probability of the 329 

i-th probabilistic constraint, while 𝒅𝑙 and 𝒅𝑢 represent the lower and upper bounds of the design 330 

variables, respectively. The failure probability of each constraint is calculated through the integral 331 

of the equation (36). Where 𝑓𝑋 denotes the joint probability density function of X [37]. 332 

𝑃𝑓 = ∫ 𝑓𝑿(𝑥)𝑑𝑥
𝐺(𝑿)≤0

 (36) 

Since calculating the failure probability of each constraint may require a significant number of 333 

evaluations of the LSF, finding the optimal design for this complex problem can be challenging. 334 

To address this challenge, a control-variate-based surrogate method is integrated into the 335 

framework to estimate the effect of uncertainties on parameters in the RBDO process and the 336 

response of STHE. To build the surrogate model and predict the design's performance based on 337 

design points, the radial basis function (RBF) [38] is utilized. The RBF is a form of artificial neural 338 

network (ANN) that comprises input, hidden, and output layers. In this model, the input layer is 339 

responsible for transferring data to the hidden layer, which is the second layer. The hidden layer 340 

is composed of numerous neurons, each of which employs a specific algorithm in two stages. In 341 

the first stage, the square roots of the inputs of the hidden layer are computed using their weights 342 

and the Euclidean function. In the second stage, a Gaussian activation function is applied to the 343 

output of the first stage. This can be mathematically expressed as equation (37) shows: 344 
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(37) 
𝑞𝑖 = 𝑔𝑖(‖𝑋 − 𝐶𝑖‖) = exp (−

‖𝑋 − 𝐶𝑖‖
2

2𝜎𝑖
2

) 

In which the X represents the vector of variables; here, 𝑔𝑖(X)= 𝑔𝑖(||X - 𝐶𝑖 ||) represents the Gaussian 345 

activation function, 𝐶𝑖 represents the center of the activation function, ||*|| represents the Euclidean 346 

nor//m, and 𝜎𝑖 represents the width of the receptive field for the RBF. Equation (38) can be utilized 347 

to represent the activation of the output layer, which is the result of a linear combination of the 348 

units within the hidden layer: 349 

(38) 
𝑦 = ∑𝑤𝑖

𝑛

𝑖=1

𝑞𝑖 

Here, 𝑤𝑖 represents the connecting weights from the hidden layer to the output layer. 350 

There are several techniques for designing the RBFN. The optimization algorithm introduced in 351 

this study was utilized for the purpose of training and designing the neural network. This approach 352 

involves utilizing each input data point as the center of the activation function for a hidden node. 353 

The weights of the second layer are then determined by solving an optimization problem, with 354 

considering the minimization the network error as an objective function [39]. It is important to 355 

mention that the training process of the network continues until the network error is reduced to 356 

zero. 357 

The process of evaluating the accuracy of predicted responses involves calculating the absolute 358 

percentage error (APE), mean absolute percentage error (MAPE) between the predicted and actual 359 

responses, as well as the standard deviation (SD) of APEs (Eqs 39-41) [40] 360 

𝐴𝑃𝐸𝑖 = 100 |
𝜆𝑎𝑐𝑡𝑢𝑎𝑙

𝑖 − 𝜆𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
𝑖

𝜆𝑎𝑐𝑡𝑢𝑎𝑙
𝑖

| (39) 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑(𝐴𝑃𝐸𝑖)

𝑛

𝑖=1

 (40) 

𝑆𝐷 = √
1

𝑛 − 1
∑(𝐴𝑃𝐸𝑖 − 𝑀𝐴𝑃𝐸)2

𝑛

𝑖=1

 (41) 

In which, n is the number of samples. Once the surrogate model is constructed in the RBDO 361 

process based on the responses of the support points by the RBF, the probability of failure is 362 

calculated through equation (42). 363 
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(42) �̂�𝑓 = ∫ 𝜋ĝ≤0(𝑥)𝑓𝑋(𝑥)𝑑𝑋
 

𝕏
,  

where ĝ is the surrogate (estimated) function and 𝜋ĝ≤0 is the index function that is calculated by 364 

equation (43) [41]. 365 

(43) 𝜋ĝ≤0(𝑥) = {
0 ĝ(𝑥) ≤ 0

1 ĝ(𝑥) > 0
  

Surrogate-based models are the cost-effective alternative techniques to other common reliability 366 

methods and can reasonably approximate the limit-state function (LSF). However, they may not 367 

be sufficient when it comes to estimating the original LSF (g(𝑥) ≠ ĝ(𝑥)) in nonlinear/complex 368 

problems [41,42]. Several attempts have been made to address the errors of alternative methods. 369 

Rashki et al. [41] proposed a control variable approach to eliminate the estimation error of 370 

surrogate models. They demonstrated the effectiveness of this approach using kriging and response 371 

surface methods to solve the reliability assessment problem of STHEs. Based on their findings, 372 

they recommended the use of the control variable (CV) method to correct the estimation error of 373 

the LSF in surrogate models for other regression methods. 374 

Therefore, the current study employs the CV technique to modify the calculated failure probability 375 

value and eliminate the prediction error of the LSF when using the RBF in RBDO process. By 376 

employing a CV technique and surrogate model, an accurate estimation of failure probability is 377 

refined as follow: 378 

(44) 𝑃𝑓 = 𝛼. �̂�𝑓  

where is 𝛼 the regression coefficient of CV technique and can be calculated with equation (45).   379 

(45) 𝛼 (𝑥𝐷𝑜𝐸) =

∑ (𝕀𝑔(𝑿)≤0(𝒙𝐷𝑜𝐸
(𝑖)

).
𝑓𝑿(𝒙𝐷𝑜𝐸

(𝑖)
)

ℎ∗(𝒙𝐷𝑜𝐸
(𝑖)

)
)

𝑁𝑐𝑜𝑟
𝑖=1

∑ (𝜋�̂�(𝑿)≤0(𝒙𝐷𝑜𝐸
(𝑖)

).
𝑓𝑿(𝒙

𝐷𝑜𝐸
(𝑖)

)

ℎ∗(𝒙𝐷𝑜𝐸
(𝑖)

)
)

𝑁𝑐𝑜𝑟
𝑖=1

  

where ℎ∗ is a sampling function that is utilized to generate the samples of support points based on 380 

the function 𝑓(𝑿). Also, 𝑥𝐷𝑜𝐸 refers to the support points generated for constructing the surrogate 381 

RBF model. 382 
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The proposed approach eliminates the drawbacks of RBF during reliability analysis and further 383 

improves the failure probability through classification correction [37]. 384 

The proposed metaheuristic-based framework for reliability-based design optimization of SHTEs 385 

consists of two main parts: the first part utilizes the k-means clustering technique to improve the 386 

performance of the WOA algorithm for the optimization of SHTEs; the second part uses a hybrid 387 

control variate-based surrogate model to handle the probabilistic constraints of the problem. Fig. 388 

2 presents the flowchart of the proposed framework. Algorithm 1 outlines the kWOA pseudo code 389 

to solve the RBDO problem of STHEs, while the detailed explanations are presented as follows: 390 

 391 

Fig. 2 The flowchart of framework. 392 
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393 

394 

 395 

The process begins with initialization, where the algorithm's parameters are set. An initial set of 396 

solutions is generated and then segmented into two distinct clusters through the k-means clustering 397 

algorithm. The fitness of each cluster is evaluated. To update the candidate solutions, a probability 398 

criterion is applied; if the probability criteria are not satisfied, this is that the random value 399 
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generated is larger than 0.5, and the candidate solution is not updated. Otherwise, if the probability 400 

criteria are meet a candidate solution of each cluster are compared according to their fitness value, 401 

the candidate solution is updated with the one with the best fitness value.  402 

Next, the focus shifts to calculating the objective function. This involves generating random 403 

variables according to the Probability Density Function (PDF) of the variables under consideration. 404 

Design points, also known as the Design of Experiments (DoE), are then selected, and the limit 405 

state functions (LSFs) are evaluated. These design points are used to train a Radial Basis Function 406 

(RBF) neural network, which is then employed to predict the system's responses for the samples 407 

generated in the previous step. The failure probability (Pf) of the system is calculated using the 408 

Monte Carlo Simulation (MCS) approach. A control variate approach is applied to refine the 409 

failure probability's accuracy. 410 

Following this, the algorithm verifies whether the probabilistic constraints are met. Steps two and 411 

three are repeated iteratively until the termination conditions of the algorithm are fulfilled, 412 

indicating the completion of the optimization process. 413 

3. Case study 414 

In this particular case study, distilled water is located on the shell-side with a flow rate of 22.07 415 

kg/s, and the inlet and outlet temperatures are 33.9◦C and 29.4◦C, respectively. Raw water is 416 

present in the tube-side with a flow rate of 35.31kg/s, and the inlet and outlet temperatures are 417 

23.9◦C and 26.7◦C, respectively. The construction materials used in this setup are carbon steel for 418 

the shell and stainless steel for the tubes. The correction factors employed for calculating the setup 419 

cost are 𝐶𝑚 = 1.7, 𝐶𝑡 = 1.0, and 𝐶𝑝 = 1.0. The projected lifetime period for this system is 20 420 

years, with an interest rate of 5%, and 8000 operative working hours per year. The cost of 421 

electricity is assumed to be 0.1 USD/kWh, and the pump efficiency is estimated to be 0.85 [21]. 422 

4. Results 423 

4.1. Evaluating the efficiency of kWOA 424 

To confirm the efficiency of the proposed k-means-based WOA in solving the optimization 425 

problems, 10 mathematical test functions from CEC’2020 are used. Reference [43] provides the 426 

main details of the CEC’2020 test functions. The CEC’2020 series includes unimodal (f1), 427 
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multimodal (f2-f4), Hybrid (f5-f7) and composition (f8-f10) functions. To confirm the efficiency of 428 

the k-means-based WOA, we compared it with five recently proposed metaheuristic algorithms, 429 

including the Harris Hawk Optimization (HHO) [44], Generalized Normal Distribution 430 

Optimization (GNDO) [45], Ant Lion Optimizer (ALO) [46], Dragonfly Algorithm (DA) [47], and 431 

WOA [27], as well as two well-known older algorithms, Genetic Algorithm (GA) [48] and Particle 432 

Swarm Optimization (PSO) [49]. The maximum number of iterations and population number were 433 

set to 500 and 50, respectively, for all test functions. The values of parameter settings for each 434 

optimization algorithm are reported in Table 4.  We use the default settings of the algorithms, as 435 

Arcuri and Fraser [50] recommend this as a fair and suitable practice. This also lowers the chance 436 

of bias due to better parameter tuning, since we do not change the default values of any algorithm. 437 

Table 4. Parameter setting of algorithms. 438 

Algorithms Parameters setting 

HHO 𝐸0 ∈ [−1, 1], 𝛽 = 1.5 

GNDO - 

ALO 𝑐1 ∈ [0, 2] 

DA 𝛽 = 0.5 

WOA 𝑎 ∈ [0,2], 𝐴 ∈ [0,2], 𝐿 ∈ [−1,1], 𝐵 = 1, 𝐶 = 2. 𝑟𝑎𝑛𝑑(0,1) 

GA Crossover rate = 0.8, Mutation rate = 0.03 

PSO 𝑐1 = 2, 𝑐2 = 2, 𝜔 = 0.9 

kWOA 𝑎 ∈ [0,2], 𝐴 ∈ [0,2], 𝐿 ∈ [−1,1], 𝐵 = 1, 𝐶 = 2. 𝑟𝑎𝑛𝑑(0,1) 

Number of clusters= 2 

To obtain statistical results, the selected algorithms were applied 20 times to the benchmark 439 

functions. Statistical results for CEC’2020 functions are reported in Table 5. The mean and 440 

standard deviation of the objective function calculated by the kWOA are better compared to those 441 

calculated through other metaheuristic techniques in most of the benchmark functions. The 442 

proposed algorithms generate the best values for ten of the twenty statistical variables. The GNDO 443 

algorithm obtains the second position, obtaining the best values for only four of the twenty 444 

statistical results. For example, the value of the average (1638.21) and standard deviation 445 

(1977.73) of objective function f1 over all runs calculated through the kWOA are lower than the 446 

other techniques. The kWOA has generally outperformed other algorithms in solving the 10 447 

benchmark problems. Specifically, it has achieved the lowest average objective function value and 448 
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standard deviation from functions 1, 4, 7, and 10. Moreover, functions 8 and 9 have achieved the 449 

lowest average objective function value in 20 implementations. However, for two other functions, 450 

numbers 2 and 5, as well as the lowest standard deviation of function 9, the GNDO has achieved 451 

the lowest values, placing second overall. 452 

Table 5. The statistical analysis of obtained results from algorithms. 453 

Functions Parameter HHO GNDO ALO DA WOA GA PSO kWOA 

𝑓1 

Average 1.824E+0

7 

3.202E+0

3 

4.083E+0

3 

3.673E+0

3 

4.186E+0

6 6.276E+06 5.049E+03 
1.638E+03 

Std* 1.473E+0

7 

3.210E+0

3 

3.804E+0

3 

2.420E+0

3 

1.279E+0

6 3.285E+06 3.888E+03 
1.978E+03 

𝑓2 

Average 3.276E+0

3 
1.317E+0

3 

2.697E+0

3 

1.864E+0

3 

3.239E+0

3 3.001E+03 1.848E+03 
1.807E+03 

Std 4.852E+0

2 
1.466E+0

2 

6.067E+0

2 

3.015E+0

2 

5.268E+0

2 4.714E+02 4.148E+02 
2.151E+02 

𝑓3 

Average 7.482E+0

2 

7.491E+0

2 

7.734E+0

2 

7.632E+0

2 

9.131E+0

2 8.513E+02 7.529E+02 
8.479E+02 

Std 9.060E+0

0 

9.800E+0

0 

1.597E+0

1 

1.166E+0

1 

2.410E+0

1 2.893E+01 2.209E+01 
2.456E+01 

𝑓4 

Average 1.924E+0

3 

1.904E+0

3 

1.904E+0

3 

1.904E+0

3 

1.925E+0

3 1.921E+03 1.904E+03 
1.902E+03 

Std 9.220E+0

0 

1.630E+0

0 

2.880E+0

0 

9.500E-

01 

6.650E+0

0 5.383E+00 9.409E-01 
5.700E-01 

𝑓5 

Average 3.856E+0

5 
2.214E+0

3 

9.731E+0

4 

2.808E+0

5 

5.708E+0

5 4.070E+05 4.531E+05 
1.291E+05 

Std 2.717E+0

5 
2.080E+0

2 

6.472E+0

4 

1.854E+0

5 

4.019E+0

5 2.651E+05 3.195E+05 
8.611E+04 

𝑓6 

Average 2.010E+0

3 

1.917E+0

3 

2.011E+0

3 
1.624E+0

3 

1.745E+0

3 2.049E+03 1.748E+03 
1.676E+03 

Std 0.000E+0

0 

0.000E+0

0 

0.000E+0

0 

0.000E+0

0 

0.000E+0

0 4.793E-13 2.397E-13 
0.000E+00 

𝑓7 

Average 5.129E+0

5 

8.103E+0

4 

1.966E+0

4 

1.310E+0

5 

2.306E+0

5 4.300E+05 9.961E+04 
2.425E+03 

Std 3.629E+0

5 

8.532E+0

4 

1.166E+0

4 

1.696E+0

5 

1.695E+0

5 2.730E+05 1.152E+05 
1.552E+02 

𝑓8 

Average 2.317E+0

3 

2.492E+0

3 

2.457E+0

3 

3.108E+0

3 

3.075E+0

3 2.313E+03 2.866E+03 
2.302E+03 

Std 2.460E+0

0 

8.565E+0

2 

6.982E+0

2 

1.307E+0

3 

1.340E+0

3 1.343E+00 1.193E+03 
1.650E+00 

𝑓9 

Average 2.927E+0

3 

2.824E+0

3 

2.905E+0

3 

2.859E+0

3 

3.129E+0

3 2.924E+03 2.840E+03 
2.672E+03 

Std 2.456E+0

1 
8.480E+0

0 

7.860E+0

1 

2.758E+0

1 

7.873E+0

1 1.901E+01 1.720E+01 
1.569E+02 

𝑓10 

Average 2.999E+0

3 

2.942E+0

3 

2.951E+0

3 

2.944E+0

3 

2.972E+0

3 2.991E+03 2.945E+03 
2.913E+03 

Std 2.932E+0

1 

2.743E+0

1 

3.743E+0

1 

2.617E+0

1 

3.064E+0

1 5.124E+01 2.503E+01 
3.310E+00 

* Standard deviation. 454 

Fig. 2 displays the convergence curves generated from the selected algorithms and the kWOA. It 455 

is worth mentioning that the convergence curves presented in the figure were chosen at random 456 
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from the 20 runs that were conducted. As Fig. 2 shows, the proposed optimizer has better accuracy 457 

and faster convergence than most of the optimization algorithms used in this comparison. Also, in 458 

all cases it has a better performance compared to the WOA algorithm. As given in Fig. 3, the 459 

results indicate that the k-means-based WOA can prepare a desirable equilibrium between two 460 

major phases of the algorithm (i.e., the exploration and the exploitation). Thus, it can be said that 461 

the k-means-based WOA can be beneficially used to solve a variety of optimization problems with 462 

preferable results and persuasive convergence rate. 463 

 464 

Fig. 3 The convergence curves of algorithms. 465 

4.2. DO of STHE  466 

In this section, a DO approach is developed to optimize the cost of design and operation of STHE 467 

using proposed kWOA, HHO, GNDO, DA, ALO and WOA on the introduced case study in section 468 

3. To meet this aim, the simulation-optimization models with 11 design variables (i.e., 𝐷𝑠, 𝑑𝑜, 𝐿𝑏𝑐, 469 
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𝐿𝑏𝑜 , 𝐿𝑏𝑖, 𝛿𝑡𝑏, 𝛿𝑠𝑏, 𝐷𝑜𝑡𝑙, 𝑃𝑡, 𝑇𝐿, and 𝐵𝑐) were implemented. The values of the setting parameters for 470 

all algorithms were set according to Table 4 as in the previous section. Statistical parameters, 471 

including the mean, the best, worst, and standard deviation for the objective function of problems, 472 

are listed in Table 6. According to the reported results in Table 6, the kWOA can provide extremely 473 

competitive and promising solutions compared with the other algorithms. In addition, the obtained 474 

values of the best, the mean, the worst, and the standard deviation of optimization cost are 475 

5.720E+03 USD/year, and 9.09E-13 USD/year, respectively. These values are the best compared 476 

to the generated employing the rest of the optimization algorithms. Therefore, is clear that the 477 

proposed k-means-based WOA is reliable not only for benchmark functions, but also for 478 

applications such as the design of STHEs.  479 

Table 6. Statistical analysis of optimization results by metaheuristic algorithms. 480 

No. 

runs 
HHO GNDO ALO DA WOA GA PSO kWOA 

1 5.720E+03 5.720E+03 5.786E+03 5.913E+03 6.882E+03 6.254E+03 5.720E+03 5.720E+03 

2 5.720E+03 5.721E+03 5.720E+03 5.913E+03 7.492E+03 6.242E+03 5.911E+03 5.720E+03 

3 5.721E+03 5.720E+03 5.720E+03 5.910E+03 7.552E+03 5.720E+03 6.004E+03 5.720E+03 

4 5.720E+03 5.720E+03 5.720E+03 5.910E+03 6.162E+03 6.805E+03 5.866E+03 5.720E+03 

5 5.720E+03 5.889E+03 5.720E+03 5.930E+03 8.186E+03 5.841E+03 5.796E+03 5.720E+03 

6 5.721E+03 5.817E+03 5.720E+03 6.075E+03 7.409E+03 5.882E+03 5.720E+03 5.720E+03 

7 5.720E+03 5.887E+03 5.721E+03 5.890E+03 8.045E+03 5.793E+03 5.720E+03 5.720E+03 

8 5.720E+03 5.835E+03 5.760E+03 5.918E+03 7.983E+03 57.95.6435 5.830E+03 5.720E+03 

9 5.720E+03 5.804E+03 5.720E+03 5.923E+03 8.186E+03 6.656E+03 6.412E+03 5.720E+03 

10 5.720E+03 6.055E+03 5.720E+03 5.920E+03 6.413E+03 5.720E+03 5.744E+03 5.720E+03 

Average 5.720E+03 5.817E+03 5.731E+03 5.930E+03 7.431E+03 6.101E+03 5.872E+03 5.720E+03 

Std* 3.186E-01 1.025E+02 2.188E+01 4.940E+01 6.920E+02 3.869E+02 2.010E+02 9.090E-13 

Best 5.720E+03 5.720E+03 5.720E+03 5.890E+03 6.162E+03 5.720E+03 5.720E+03 5.720E+03 

Worst 5.721E+03 6.055E+03 5.786E+03 6.075E+03 8.186E+03 6.805E+03 6.412E+03 5.720E+03 

* Standard deviation. 481 

The boxplot representation is an efficient way to show the reliability of algorithms. Therefore, an 482 

explicit statistical embodiment of the convergence rate for all optimizers is plotted in Fig. 3. Each 483 

boxplot's lower and upper boundaries show the maximum and minimum values of objective 484 

function calculated over all runs for each algorithm, respectively. According to Fig. 4, the proposed 485 

kWOA generates more robust solutions in terms of the objective function's mean, minimum, and 486 
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maximum values. Even though the performance is quite similar to the HHO algorithm on average, 487 

it is worth pointing out that the kWOA performs more robustly.  Furthermore, it is clear that the 488 

HHO and ALO algorithms have demonstrated superior performance compared to other algorithms. 489 

 490 

Fig. 4 Boxplots of obtained results by all mentioned algorithms for 10 runs. 491 

To show the ability of algorithms to escape from falling into local optima, their convergence curves 492 

are plotted in Fig. 5. In this figure, it is seen that the k WOA was converged in iteration 52 for the 493 

best design. As is known, the reason why the starting points on the graphs in Fig. 5 are not the 494 

same is because a penalty approach based on equation (46) was used to avoid violating constraints. 495 

Therefore, all the solutions obtained in the initial iterations of the algorithm may be in the 496 

infeasible region, which caused the penalty function value to increase and become zero after the 497 

algorithm iterations [37]. 498 

𝑓𝑝(𝑥) = 𝑓(𝑥) + 𝜆 ∑ 𝛿𝑘[𝑔𝑘(𝑥)]2
𝑚

𝑘=1

 (46) 

where, 𝑓 is the objective function, 𝜆 is the penalty coeficiente, m number of constraints, and 𝛿𝑘 is 499 

defined in equation (47) as an indicator of process violation: 500 
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{
𝛿𝑘 = 1 𝑖𝑓 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 𝑔𝑘  𝑖𝑠 𝑣𝑖𝑜𝑙𝑎𝑡𝑒𝑑
𝛿𝑘 = 0 𝑖𝑓 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 𝑔𝑘  𝑖𝑠 𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑑

}      (47) 

This part of the research aims to optimize the design variables of STHEs using metaheuristic 501 

techniques and the Bell-Delaware design method. Generally, optimizing these important STHE 502 

parameters can decrease the fixed cost and operating costs of STHE. Table 7 reports the best value 503 

of each parameter obtained from the optimization process by all algorithms. It is important to 504 

mention that all the obtained values of design variables satisfy the defined constraints. There are 505 

no major differences between the obtained values of variables. 506 

 507 

Fig. 5 Convergence curves of all mentioned algorithms for the best run. 508 

Table 7. Values obtained for the design variables in the best run with the different optimizers.  509 

 𝐷𝑠 𝑑𝑜 𝑁𝑡 𝐴 𝐿 𝑃𝑡 𝑇𝐿 𝑠 𝐿𝑏𝑐 

 (m) (m) -- 𝑚2 m m º - m 

HHO 3.00E-01 6.35E-03 9.48E+02 4.31E+01 2.28E+00 7.90E-03 9.00E+01 1.00E+00 1.17E-01 

GNDO 3.00E-01 6.35E-03 9.48E+02 4.34E+01 2.29E+00 7.90E-03 9.00E+01 1.00E+00 1.23E-01 

ALO 3.00E-01 6.35E-03 9.48E+02 4.34E+01 2.29E+00 7.90E-03 9.00E+01 1.00E+00 1.23E-01 

DO 3.00E-01 6.35E-03 9.48E+02 4.34E+01 2.29E+00 7.90E-03 9.00E+01 1.00E+00 1.23E-01 
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WOA 3.20E-01 6.35E-03 1.08E+03 4.68E+01 2.17E+00 7.90E-03 9.00E+01 1.00E+00 1.54E-01 

GA 3.00E-01 6.35E-03 9.48E+02 4.34E+01 2.29E+00 7.90E-03 9.00E+01 1.00E+00 1.23E-01 

PSO 3.00E-01 6.35E-03 9.48E+02 4.34E+01 2.29E+00 7.90E-03 9.00E+01 1.00E+00 1.23E-01 

kWOA 3.00E-01 6.35E-03 9.48E+02 4.34E+01 2.29E+00 7.90E-03 9.00E+01 1.00E+00 1.23E-01 

 𝐿𝑏𝑜𝑖 𝐵𝑐  𝐿/𝐷𝑠 Δ𝑃𝑡 Δ𝑃𝑠 𝐶𝑜𝑝 𝐶𝑓𝑖𝑥 𝑇𝐴𝐶  

 m %  Pa Pa USD/year USD/year USD/year  

HHO 0.117 45 7.594E+00 1.356E+04 9.285E+03 6.649E+02 5.120E+03 5.785E+03  

GNDO 0.1968 45 7.645E+00 1.364E+04 5.064E+03 5.769E+02 5.143E+03 5.720E+03  

ALO 0.1968 45 7.645E+00 1.364E+04 5.064E+03 5.769E+02 5.143E+03 5.720E+03  

DO 0.1967 45 7.645E+00 1.363E+04 5.067E+03 5.770E+02 5.143E+03 5.720E+03  

WOA 0.1536 25 6.782E+00 1.369E+04 2.172E+04 5.419E+03 9.363E+02 6.356E+03  

GA 0.1968 45 7.645E+00 1.364E+04 5.064E+03 5.769E+02 5.143E+03 5.720E+03  

PSO 0.1968 45 7.645E+00 1.364E+04 5.064E+03 5.769E+02 5.143E+03 5.720E+03  

kWOA 0.197 45 7.645E+00 1.364E+04 5.064E+03 5.769E+02 5.143E+03 5.720E+03  

Consequently, the obtained designs show the efficiency of optimization algorithms in reducing the 510 

costs of the design and operation phases of STHEs. Table 7 shows that all the constraints of 511 

investigated case study are satisfied for all obtained designs. 512 

4.3. Reliability-based design optimization of STHE  513 

4.3.1. Validation the proposed RA model 514 

To solve the RBDO problem of STHE design, we couple a surrogate-based Monte Carlo technique 515 

with kWOA in the design process. First, we investigate the efficiency of the adaptive surrogate 516 

model by solving five numerical reliability benchmark problems. Table 8 presents the details of 517 

mentioned benchmark problems.  518 

As previously discussed, the primary goal of employing a surrogate model, the CVRBF method, 519 

in conjunction with a simulation-based technique such as MCS is to reduce the use of the STHE 520 

design model. This is achieved by creating an efficient surrogate model that accurately 521 

approximates the behavior of the STHE system with fewer simulations than direct methods. In the 522 

context of RBDO, this surrogate model enables rapid and less resource-intensive reliability 523 

assessments of the STHE design under uncertainty. By integrating the CVRBF model with MCS, 524 

we can quickly evaluate the surrogate model in each iteration of the optimization process, 525 

significantly cutting down on computational time.  526 
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The performance of the proposed CVRBF method in solving the numerical benchmark problems 527 

is compared to the MCS, first-order reliability method (FORM), importance sampling (IS), and 528 

first-order control variate method (FOCM) [51]. To calculate the relative error of the proposed CV 529 

and other techniques than to MCS, equation (48) was used [52]. 530 

𝜀 =
|𝑃𝑓 − 𝑃𝑓

𝑀𝐶𝑆|

𝑃𝑓
𝑀𝐶𝑆  × 100  (48) 

where 𝑃𝑓 and 𝑃𝑓
𝑀𝐶𝑆 indicate the failure probability calculated trough the under-study reliability 531 

analysis techniques and MCS.  532 

Table 8. Selected benchmark reliability problems [51]. 533 

No. Limit state function 

1 

𝑔(𝑿) = 1.1 − 0.00115𝑥1𝑥2 + 0.00157𝑥2
2 + 0.00117𝑥1

2 + 0.0135𝑥3𝑥2 − 0.0705𝑥2 − 0.00534𝑥1

− 0.0149𝑥1𝑥3 − 0.0611𝑥4𝑥2 + 0.0717𝑥1𝑥4 − 0.226𝑥3 + 0.0333𝑥3
2 − 0.558𝑥3𝑥4

+ 0.998𝑥4 − 1.339𝑥4
2 

where: 

𝑥1 = 𝐸𝑋 − 𝐼𝐼(10.0,5.0);  𝑥2 = 𝑁(25.0,5.0);  𝑥3 = 𝑁(0.8,0.2); 𝑥1 = 𝐿𝑁(6.25𝐸 − 02,6.25𝐸 − 02) 

2 

𝑔(𝑿) =
5

2
+

1

216
(𝑥1 + 𝑥2 − 20)4 −

33

140
(𝑥1 + 𝑥2) 

where: 

𝑥1 = 𝑁(10.0,0.3);  𝑥2 = 𝑁(10.0,0.3) 

3 

𝑔(𝑿) = 2 − 𝑥2 − 0.1𝑥1
2 + 0.06𝑥1

3 

where: 

𝑥1 = 𝑈(0.0,1.0);  𝑥2 = 𝑈(0.0,1.0) 

4 

𝑔(𝑿) = −0.5(𝑥1 − 𝑥2)
2 −

𝑥1 − 𝑥2

√2
+ 3 

where: 

𝑥1 = 𝑈(0.0,1.0);  𝑥2 = 𝑈(0.0,1.0) 

5 

𝑔(𝑿) = exp(0.2𝑥1 + 6.2) − exp(0.47𝑥2 + 5.0) 

where: 

𝑥1 = 𝑈(0.0,1.0);  𝑥2 = 𝑈(0.0,1.0) 

U: uniform distribution; N: Normal distribution; LN: Log-normal distribution; EX-II: Extreme type II. 

The reliability analysis of selected benchmarks used by the under-study reliability analysis 534 

techniques are summarized in Table 9. The failure probability of examples calculated through 535 

MCS are 𝑃𝑓
𝑒𝑥1 = 0.0823, 𝑃𝑓

𝑒𝑥2 = 0.0029, 𝑃𝑓
𝑒𝑥3 = 0.0344, 𝑃𝑓

𝑒𝑥4 = 0.1056, and 𝑃𝑓
𝑒𝑥5 = 0.0094, 536 
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respectively. Moreover, the failure probability's value of these examples is calculated using other 537 

methods (i.e., MCS, FORM, IS, and FOCM). Table 9 reports the details of the results of the 538 

examples in terms of the failure probability, computed relative error, and the number of limit state 539 

function evaluations.  540 

Table 9. Results of reliability analysis of benchmark problems. 541 

 MCS FORM IS FOCM [62] CVRBF 

No. 𝑃𝑓
𝑀𝐶𝑆

 𝑁𝑒𝑣𝑎𝑙  𝑃𝑓  𝑁𝑒𝑣𝑎𝑙  𝜀(%) 𝑃𝑓  𝑁𝑒𝑣𝑎𝑙  𝜀(%) 𝑃𝑓  𝑁𝑒𝑣𝑎𝑙  𝜀(%) 𝑃𝑓  𝑁𝑒𝑣𝑎𝑙  𝜀(%) 

1 0.0823 106 - 100 - 0.0968 9000 17.61 0.080 721 2.79 0.0951 100 15.55 

2 0.0029 106 0.0062 100 10.3 0.0025 5000 13.79 0.0029 1082 0.00 0.0031 150 6.89 

3 0.0344 106 0.0228 100 33.7

2 

0.0375 4000 9.00 0.0359 351 4.36 0.0344 100 0.00 

4 0.1056 106 0.0019 100 98.2

2 

0.0918 2000 13.06 0.0985 536 6.72 0.1131 100 3.20 

5 0.0094 106 0.0094 100 0.00 0.0084 1000 1.70 0.0094 110 0.00 0.0094 150 0.00 

The analysis of the obtained results in Table 9 reveals that the FOCM method [51] has the least 542 

relative error than calculated results of MCS. Despite the robust results of this method compared 543 

to the under-study reliability analysis methods, it has a high computational time (the performance 544 

function evaluation number). On the other hand, the proposed CVRBF method has been able to 545 

accurately estimate the failure probability of all examples with a suitable number of performance 546 

function evaluations. In addition, the run time for a full reliability analysis (in seconds) of the 547 

proposed surrogate model for all examples is 𝑡𝑒𝑣𝑎𝑙 = 110𝑠, 𝑡𝑒𝑣𝑎𝑙 = 40𝑠 , 𝑡𝑒𝑣𝑎𝑙 = 95𝑠, 𝑡𝑒𝑣𝑎𝑙 =548 

130𝑠,  𝑡𝑒𝑣𝑎𝑙 = 50𝑠 respectively.  It should be noted that we used a personal computer with 8 549 

processing cores and 32 GB of RAM to perform the runs. Consequently, according to the observed 550 

results in Table 9, it can be claimed that the control variate-based surrogate model is extremely 551 

efficient and robust to reach the best result and is a great approach to evaluate the safety level of 552 

various structures/systems.  553 

4.3.2. The performance of the proposed approach for an optimal design of STHE 554 

The problem of STHE design is reformulated as a RBDO problem (Eq. 24). According to the 555 

carried-out study by Ref. [24], the inlet flow temperatures, the mass flow rates, and fouling 556 

resistance parameters were recognized as the most effective uncertainty parameters that effect on 557 

the performance of the system. Thus, these parameters were considered as the random variables in 558 

the RBDO process. Table 10 reports the information of random variables. To simulate the effect 559 
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of uncertainty on the mentioned parameters, the samples were generated assuming the truncated 560 

normal distribution. 561 

Table 10. The information of uncertain variables.  562 

               Parameter Distribution Average  Variance 

 Mass flow rate (
𝑘𝑔

𝑠
) Truncated normal  22.7 0.227 

T
u
b
e Inlet flow temperatures (℃) Truncated normal  33.9 0.339 

Fouling resistance  Truncated normal  1.70E-04 1.70E-06 

S
h
el

l Inlet flow temperatures (℃) Truncated normal  23.9 0.339 

Fouling resistance (
𝑚2𝑘

𝑊
) Truncated normal  1.70E-04 1.70E-06 

The penalty function approach is employed to handle constraints in the RBDO similarly to the DO 563 

processes. When the target failure probability is exceeded, a significant constant number is added 564 

to the objective function's value. This encourages the optimization algorithm, which aims to 565 

minimize the objective function, to find the optimal decision variable values that comply with the 566 

probabilistic constraints. 567 

Finding the best values for setting parameters of the RBF neural network is one of the existing 568 

challenges for the use of these methods. These parameters include the weights between the hidden 569 

and output layers, the activation function, and the number of neurons in the hidden layer. To 570 

achieve an efficient RBF model in forecasting the limit state function of the RBDO process to a 571 

high level of accuracy, the hybrid kWOA was used to optimize the parameters of RBF in the 572 

training phase. Noticeably, the Gaussian function was used as the radial function here. Table 11 573 

presents the values of MAPE and SD for the performance level achieved by CVRBF in the training 574 

phase. It is clear that the performance generality results of the hybrid WOA-based CVRBF are 575 

acceptable, and they can be incorporated into the RBDO procedure to estimate the required system 576 

responses. 577 

Table 11. Performance of surrogate model for predicting the response of system. 578 

Model MAPE SD 
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CVRBF 2.61 2.01 

In the RBDO process, the probabilistic constraint was defined as the safety level of the STHE 579 

optimization problem with 1% and 5% failure probability. Moreover, the number of search agents 580 

and the maximum number of iterations for k-means-based WOA were 50 and 100, respectively. 581 

Upon evaluating the probabilistic design problem under scenarios 1 (target failure probability, 582 

Pf
t =  1%) and 2 (Pf

t =  5%), we obtained final objective function values of 12,172.61 USD/year 583 

and 10,393.15 USD/year, respectively. These results demonstrate that our model achieved the 584 

minimum cost values while satisfying the reliability constraints of 99% and 95% for scenarios 1 585 

and 2, respectively. 586 

Our RBDO framework addresses the inherent trade-off between reducing failure probability and 587 

increasing design costs by optimizing the STHE design to meet specific reliability constraints 588 

under uncertainty. As the target reliability level is raised, the design becomes more robust, which 589 

naturally leads to higher costs. For instance, in Scenario 1, where the target failure probability is 590 

set to 1%, the optimized design cost escalated to 12,172.61 USD/year, marking a substantial 591 

increase from the deterministic optimization (DO) cost of 5,719.74 USD/year. Similarly, in 592 

Scenario 2, with a target failure probability of 5%, the design cost rose to 10,393.15 USD/year. 593 

Figure 5 shows the convergence curves for the best run of our RBDO model under both scenarios. 594 

The model converged at iteration 58 for scenario 1 and at iteration 9 for scenario 2. The later 595 

convergence in scenario 1 can be attributed to the higher complexity of its probability constraint 596 

(𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑠𝑦𝑠𝑡𝑒𝑚 ≥ 𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑡𝑎𝑟𝑔𝑒𝑡 = 99%). Generally, achieving higher levels of reliability 597 

in design problems often leads to increased costs, making it challenging to balance design expenses 598 

with system safety. 599 
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 600 

Fig. 6. Convergence curves of two RBDO scenarios. 601 

Furthermore, a comparative analysis of RBDO and DO designs is presented in Table 12. The 602 

presented results in Table 12 show that the value of the objective function increased up to 112% 603 

and 82% for two scenarios 1 and 2, respectively. In order to control the feasibility of the safe 604 

design found by the RBDO process, the histograms of constraints are plotted in Fig. 7. In this 605 

figure, dashed red lines indicate the safe regions of the constraints. These regions show the areas 606 

where the constraints are satisfied and the design is considered feasible. The permissible bounds 607 

for each constraint, which define the allowable range of values for the corresponding design 608 

parameter, are described in Section 2. The histograms demonstrate the effectiveness of the RBDO 609 

approach in maintaining the system's safety level under uncertain conditions that may occur during 610 

its service life. 611 

Table 12. Comparison of DO and RBDO proposed approaches. 612 

Approach Cost ($/year) Reliability (%) 

DO 5719.74 12 

RBDO1 12172.61 99 

RBDO2 10393.15 95 

 613 
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 614 

Fig. 7. The frequency of constraints for the DO and RBDO designs. 615 

4.4. Discussion 616 

In the sub-sections 4.2 and 4.3, the proposed kWOA algorithm was displayed to outperform the 617 

other algorithms (i.e., the PSO, GA, HHO, GNDO, and ALO) and its original WOA algorithm 618 

under two phases: (1) CEC'2020 test function, and (2) optimization of SHTEs. The search 619 

algorithms' starting point significantly impacts the convergence and effectiveness of the search in 620 

the problem space. In this study, the use of the k-means clustering approach in the first stage of 621 

the WOA, i.e., the generation of initial population, increased the probability of achieving the global 622 

optimal solution and expedited the convergence process. The results showed that the proposed 623 

algorithm was able to effectively solve the mathematical benchmark functions and complex 624 

optimization problems of heat exchangers. Additionally, in section 4.3, its integration with an 625 

alternative approach for optimal design of heat exchangers under uncertainty and the constraint of 626 

failure probability was confirmed, demonstrating the ability to provide a robust design. 627 

Finally, it is necessary to state the possible limitations of this study. While using new approaches 628 

to improve the performance of optimization algorithms and solve complex RBDO problems with 629 

surrogate models can enhance the speed of algorithm convergence and computation time, it may 630 

also reduce the modeling accuracy in a complex system with a large number of random variables. 631 

To address this issue, using new reliability methods (i.e., Bayesian active learning [53], Parallel 632 

adaptive Bayesian quadrature [54], Enhanced Hamiltonian-MCS [55], and adaptive Kriging-633 
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probability density evolution method [56].) in conjunction with the proposed kWOA algorithm 634 

may be a good suggestion. Moreover, it is recommend that a risk-based study conduct with 635 

considering the cost of failure to make a comparison fair between the deterministic and 636 

probabilistic approaches. To this end, the introduced approach in [57] can be used. 637 

Furthermore, despite the excellent performance of the proposed approach in solving the problem 638 

of STHEs, it is worth noting that, according to the No Free Lunch (NFL) theorem, this approach 639 

may not be suitable for solving all complex engineering problems [58]. 640 

5. Conclusions 641 

This study introduces a novel hybrid approach for optimizing the design of STHE using a RBDO 642 

method. The approach combines a control CVRBF and MCS to estimate the system response of 643 

the STHE during the design process. We enhanced the WOA by integrating the k-means clustering 644 

method to increase the efficiency of the optimization process. Our results indicate that the 645 

improved WOA algorithm is an effective deterministic optimization approach for designing the 646 

optimal layout of the STHE, outperforming other meta-heuristic algorithms used for the same 647 

purpose. 648 

In the RBDO section, we employed a surrogate approach based on the CVRBF method to reduce 649 

computational costs. We first demonstrated the efficacy of the surrogate model in solving five 650 

benchmark reliability problems, showcasing its robustness in evaluating complex problems with 651 

non-explicit limit state functions. We then applied the model to solve the RBDO problem of 652 

STHEs. The results revealed that the proposed RBDO framework, which combines CVRBF, MCS, 653 

and k-means-based WOA, is the most effective approach for achieving a safe design of the STHEs. 654 

It introduces the concept of designing under uncertainty in this field and significantly reduces the 655 

failure probability of the design under uncertainty. In our case study, under two scenarios, the 656 

failure probability decreased from 89% to 1% and 5%, respectively. However, this decrease was 657 

accompanied by an increase in design costs of 112% and 82% for the two scenarios considered. 658 

The comparison of the final design obtained from the proposed method with the best deterministic 659 

approach design demonstrates the superiority of the proposed RBDO framework in increasing the 660 

reliability of the design under uncertainty. In summary, the proposed framework provides a robust 661 

approach to designing important equipment in the field of process engineering. Future research 662 
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can further enhance this approach by incorporating a reliability-based multi-objective optimization 663 

framework, which can be applied to the STHE. 664 

Our proposed k-means-based kWOA and CVRBF approach for RBDO have demonstrated 665 

effectiveness in optimizing STHEs. However, their applicability may be limited by the 666 

computational complexity of kWOA for large-scale problems and the sensitivity of both methods 667 

to parameter selection. Additionally, the accuracy of the probabilistic models used to represent 668 

uncertainties in RBDO could impact the reliability of the optimized designs. While our methods 669 

have shown promise in the specific context of STHEs, further research is needed to evaluate their 670 

generalizability and effectiveness across different engineering problems and to address these 671 

potential limitations. 672 

Data Availability The data presented in this study are available on request from the corresponding author. 673 
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